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Under the assumption thit, Ha, ..., H; are mutually independent functions of thre 2
variables:

q q p :a_v p :a_v
1y «++y Yny M1 aql, ey MnN aqn,

and that these functions pair-wise fulfill the coratis:
[Hi, HJ =0,
the Lie method of integration yields the well-knovinedrem:

[. If Hy, Ho, ..., Hy are mutually independent relative to the differ@nguotientsp
then the simultaneous integrations of the r patdiffierential equations:

(1) lehl, H2:h2, ...,H|:h|,

comes down to the complete integration of a sipgl@ial differential equation with only
n —r + 1 independent variables.

By contrast, if the quantitigg can be eliminated completely from equations (1) —
always under the assumption that was given above r ttese equations have no
common solution at all, and therefore one can alstonger speak of a simultaneous
integration of them. However, just the same, thoflsequations (1) that are mutually
independent relative to the define a Jacobi system in their own right, and if e
method may actually be performed on it, which my singation of the Jacobi method
affords, with its improvement by Lie), then, with no recourse to extra considerations,
this will show that in the latter case one can alsduce each Jacobi system that is
contained in equations (1) with the help of the remainingtemsa(1), to a single partial
differential equation that possesses anlyr+ 1 independent variables.

The objective of the following communication) is to achieve this proof, and
therefore to give the Lie method of integration thesa@enerality that was Lie’s purpose

*

) Cf.,, these Annalen, Bd. VI, pp. 162.

”) Cf., pp. 240.

™) Indeed, a previous Note (Géttinger Nachr., 1873, No. T&pdy pursued a similar objective, but
considered only the special case in whieh1 of equations (1) define a Jacobi system.
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in regard to the Jacobi method. The desire to extend ewopis paper in volume VI of
these Annalen in such a way that both of them togeléfme a unified complete picture
of Lie’s method, so to speak, might be excused if part, also reproduce known things
anew, such as the aforementioned theorem I, in fact.

Along with the known symbol:

U OF 0  OF 09
(F’ q)) = Z[ - ja

(00, 0p, 0p, dq,

in the following, ifF and® are regarded as functions of other varialaes..., q,, p;,
..., Py, I will use the notation:

, &N 0F 0 OF 0O
(F. ) :z[ 0P _ j
i1\ 00, 0p, 0p, 0d,

From this definition, one immediately infers thedtem:

[I. If, in the function$- and®, one exchanges the variables:

q]_, ceay qm y qm+1, ceay qn, p]_, sy pm, pm+1, ceay pn
with:
O s oo o Prwas oo Pos =P oo = Py Oy =0 Gy

resp, then(F, ®) goes over te- (F, P)'.

Now, having established this, let, H», ..., Hn be functions ofy, ..., ¢n, P1, .., Pn
that pair-wise satisfy the conditions:

(Hi, Hk) =0.

| assume that the variablps p», ..., pm can be determined from theequations:
(2) H]_:hl, H2:h2, ...,Hm :hm,
in whichhg, hy, ..., hy refer to arbitrary constants, and denote the valuesothtasned by:

(3) Ppr=Fi, p2=F2 ...,Pm=Fm,

where only the variables, ..., 0y, Pm+1, .., Pn €Nter into the functions,, F, ..., Fn.
By the substitutions (3), the equatidths= h;, along with the equation:

A=m
OH, +Zc’)Hi oF, _
oX 43 0p, 0X




Mayer — Lie’s integration method 3

will then be fulfilled immediately, as long as onederstandsx to mean one of the
variablesqu, ..., On, Pm+1, .-, Pn . HOwever, since eadp, / dx = 0 in this assumption,
one can also write the latter equation thus:

A=m
(4) 6H| +26Hi a(F/l p/l) =0
ox 43 0p, 0X
and in this form, one immediately sees that theaggn also remains correct far= pa,
P2, ..., Pm - Now, the expressiorH(, Hy) is a linear, homogeneous function of the
differential quotients oH; . If one then substitutes the values of theséerdintial
guotients that follow from (4) then this yields:

(Hi, Hi) = - in?

A=1 A

(FA_pA’HA)’

and when one also applies formula (4) to the dfiéal quotients, one sees that from the
substitutions (3), one will have identically:

&0 OH, 47 oH
(Hi, Hk) = —L k
; op, ﬂzl op

]

(F/]_p/]’Fp_pp)'

If one now imagines that the determinant:

5 Oy OH,  OHy,
op, dp, 0p,

since it is not in itself zero, can also not vanigien one sets the quantitieshat do not
enter into them at all equal to the given functiehighen this immediately implies, from
the formula obtained, when one first appliesrthidentities:

(Hi, Hk) = 0, ceey Hm, Hk) = 0,

and then considers that the same thing shall adoue fork = 1, 2, ...,m, that each of
the:

Fr—-p, Fu—p)

is identically zero as a consequence of our assangpt However, it follows from
theorem 1X of my previous paper that the partial differential equations (3), and
therefore, also the given ones (2), can be redteedsingle partial differential equation
with onlyn—m + 1 independent variables, from which theoremgreved.

However, we assume that we are given iany sindependent functiond,, Ho, ...,
Hmss, Of the variablesy, ..., On, p1, -.., pn, Which fulfill the conditions:

(Hi, Hy) =0,
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but are so arranged that the differential quotiprdan be eliminated completely from the
m + sequations:
©)) Hi=hy, Ha=hy, ...,Hms=hms

Since the case in which ati + sfunctionsH are free of thgg makes no sense, |
would like to assume thaterhaps the first m equatioiiS) can be solved forippy, ...,
pm, While, by substitution, these solutions might make the last s eqsid) free of all p.

In this assumption, from the foregoing, the equations:

(2) H]_:hl, H2:h2, ...,Hm:hm

define a Jacobi system, and one now asks how one cdmuivabandoning the Lie
method, realize the integration of this Jacobi systamthies remaining equations (5).

In order to answer this question, we must first exanonehich of them + sof the
2n variablesg andp the functiondHi, Ho, ..., Hms are mutually independent, under our
assumptions.

If we again denote the solutions of equations (2) by:

3) pr=F1, p2=F2 ...,pm=Fn
then we known from the foregoing that each:
(Fi—p. Fu—p) =0.
Furthermore, if we understa®.1, ..., Pmss to mean the values that the functidhs i,
..., Hns take on under the substitutions (3) thenkerm+ 1, ....m+ s, andx =qq, ...,

On, Pm+1, ---, Pn , @long with the equatiody = @y, these substitutions also likewise fulfill
the equation:

00, _ 3H, &7 oH, oF,
ox  0x 3 0p, Ox’

which, when one gives it the form:

ad, _ 9H, +‘§’6Hk a(F,-p,)

x ax “Hop, ox

also keeps its validity fox = py, ..., pm . From this and (4), one will thus have by the
substitutions (3) for=1, 2, ...mandk=m+ 1, ... m+s

ENoH. LENEN9H. oH
(HiaHk):_Za_l(Fﬂ_pmch)”Lz a_'a “(F-p.F-R),
A=1 UM, A=1 p=1 YR) u

from which, it follows that the identities:
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imply the following one:
(6) E1—pa, P =0.

Now, by assumption, the functiof%.1, ..., Pms, as the values that theny. g, ..., H
m+stake on by way of the substitutions (3), are free oftedp and mutually independent
functions of the variableg. From (6), therefore, each of them is a commout®wi of
them equations:

0P & OF, 0 -0

oq, w4.0p, g,

However, from this, it follows immediately théy.1, ..., Pms are mutually independent
relative tos of the variables:

Om+1y «-s On-
The assumption:

q)m+5 = ¢(q)m+1, ceay q)m-}-s—]_, q]_, sy qm)
would then yield:

forA=1, 2, ....m and, as a result, it would contradict the independehttedunctions
q)m-}-]_, ceay q)m+5.
With this, we have achieved the theorem:

[ll. Let H, Hy, ..., Hn1 be mutually independent functions of the varialles.., gn,
pi1, ..., Pn that pair-wise satisfy the conditions:

(Hi, Hk) =0.
If the quantities p pa, ..., pm can be determined from m of the equations:
Hl = hll H2 = h21---1 Hrﬂ+S: hm+S )
and by substitution of these values, the s remgimiquations will be free of all the
variables p then the functions Hi, ..., Hns are independent of each other relative to
the p, ..., pm and s of the variables, ..., Gm-
In order to arrive at the answer to the questionwaposed, moreover, we need only

to apply the following theorem to our Jacobi system (2jckwvimmediately appears to be
a special case of theorem Il in my previous treatisennone takes:

$=CnOnt ... +Cilh

and suitably alters the notation of the variables:
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V. If the m equations:
ov
Hi=hy, Ho=hy, ..., Hm = h, (pi:_j,

which are soluble in terms of,jp,, ..., pm, define a Jacobi system then the same thing is
also true for the m equations:

] ] [} ' aV
Hl :hl, H2 :h2, ey Hm: hm, (pl :a_qij,

into which the foregoing are converted when one exchanges:

di; -2 Oms Om+1y --5 Gny P P25 ooy Pmy Py oo Py
with:

Qv oo Oy Proeas oo Pro " B0 oo ™ Py Ot =00 Gy

resp., and one can obtain a complete solution to the latter system bglgabtraic
operations on an arbitrary complete solution of the former one.

The function$d;, H,, ..., H,,,, which, in fact, arise from our functiof, Ho, ...,

m+s?
Hm+s by the given exchange, are, from theorem Ill, indepenoie@ach other relative to
the differential quotientg’. Due to the identitiesH;, Hy) = 0, one also has that each
(H/,H,) = 0 from theorem II, moreover. From theorem I, r¢ffiere, them + s
equations:
Hi :hl, H;: hz, ceny Hr’n+s: hm+s

define a Jacobi system whose integration can be redut¢bkd tmmplete integration of a
single partial differential equation with onty— m — s +1 independent variables. Every
complete solution of this Jacobi system is, howewaheasame time a complete solution
of the system:

Hi :hl, H;: hz, ceny Hr'n: hm,

and the given system (2) can be reduced to the lattebyptheorem IV.
We thus obtain the following theorem as our ultimaselte

In order to be able to reduce the given Jacobi system of m partiaretifial
equations with n independent variables:

Hi(Q1, .-, Ony P2, -5 Pr) = i, i=1,2,...m
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to a single partial differential equation with only n — m + & independent variables, it
suffices to have found any s functions.H..., H ms that are independent of each other,
as well as H, ..., Hmn, and which fulfill all of the equation®d;, Hy) = 0.

If one would like to apply this theorem to the most intpot case of a single partial

differential equation then one need only take 1. If one sets=n— 1, moreover, then
one obtains the theorem of Lie:

The complete integration of the given partial differential equation:
Hl(ql, sy qn, pll sy pn) = hl
always requires just one quadrature, as long as one has found-adyunctions H, ...,

H »that are independent of each other, as well asadd which satisfy the demands that
(Hi, Hk) =0.



