“Sulla teoria dei gruppi infiniti continui,” Annali di Mamatica25 (1897), 179-217.

On the theory of infinite continuous groups

By P. Medolaghi, in Rome

Translated by D. H. Delphenich

INTRODUCTION

As is well-known, the first work that was done te theory of infinite groups )
discussed only groups of infinitesimal transformationshese groups are defined by
certain systems of partial differential equations thate callecequations of definition of
the infinitesimal transformations.

Back in 1885 (), Engel presented a method for defining this system oftieqsafor
any group inn variables, and at that point, a noteworthy correspaeeppeared
between these groups and certéimte groups of particular compositions. These
compositions were also determined by ENGEL in the casevifiich the equations of
definitions were of first and second order. More recensiderations ( ) of ENGEL, in
which he demonstrated the generality of his method, madasy for me to also
determine this composition in the general case. Thisrrdetation, along with an
exposition of the method of ENGEL, will be found in ®fZhis paper.

The other paragraphs are intended to show another aspéo¢ correspondence
between the groups thus found (which | call gneups j,) and groups im variables.
The considerations all refer to the equations of fimaasformations.

Note that in the memoir ( ) in which Lie posed the fundamentals of the theory of
infinite groups, the notion of group of infinitesimal tréorsnations essentially coincides
with that of infinite group. The finite transformat®are defined by systems of partial
differential equations that were calle@équations of definition of the finite
transformationsand which were deduced from those of the infinitesinaaistiormations
by integrating a complete system.

LIE found that the equations of the finite transforiorag had the following form:

Ik(yl,“.’yn’g_)y(i’“.j :ak(xla ---1Xn), k= 1, e, M. (1)

0) LIE, Ueber unendliche contiuirliche Gruppdgfhristiania, Videnskab. Forh., 1882). ENGEL,
Ueber die definitiongleichungen der continuirlichen Tr. grupffdath. Ann., Bd. 27, 1886).

(") ENGEL, op. cit.

(") Kleinere Beitrage IXBerichte der kgl. Sachs. Ges. der Wissenschaft, 1894).

(™) Grundlagen fiir die Theorie der unendl. cont. Tr. grup(erichte der Sachs, G. d. W., 1891).
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| shall not go into the more precise nature of thetians Ik of y1, ..., Yn, Oy1/ 0%y, ... |
will prove that any system (1) may be obtained fronfitiiee equations:

z =flz, ..., zm a1, ..., &), k=1, ....,m,

of a groupy, by replacing then, ..., zn with appropriately chosen functiomg(ys, ...,

Yn), ey (Y1, ..., Yn) Of the @i(ys, ..., Yn); in place of thez, ..., z, one puts the same
functions of thex, ..., X, respectively, and finally, one replaces #he..., a; with certain
functions of thedy; / 0xs, ..., that have the property of being independent invariants of
certain special groupsn.

This theorem can lead to many consequences; some o&tkgminted out in the last
paragraphs. We shall touch upon only the most importaheat.

Given the equations of definition of the infinitesintieansformations of an infinite
group I', one may immediately write down the infinitesimalngrmations of the
corresponding groupyn . The problem of finding the equations of the finite
transformations then reduces to the problem of findiegfitiite equations of the group

¥nand determining the functiom(%,---j. All of these problems then reduce to the
%

determination of the finite equations of a groyp and more precisely, a simply

transitive group.

It is noteworthy that, conversely, given the fireguations:
z;l =flz, ..., 24 a4, ...,a) (2)

of a transitive group with the compositipen, one mayalwaysdetermine they, ..., a, as
functions of thedy; / dxy, ... in such a way that (2) represents a groupafyrsystem of
functionsz = a@(y), Z = @(X).

The correspondence between groups — both finite and enfinih n variables and
finite groups with the compositiopp, may be applied to great advantage to the study of
certain problems of integration. It was this fact tleat me to the research that is
presented in the present memoir. | will reserve d@s& bf making these applications to a
second memoir and for that reason | will limit myselthis introduction to pointing out
a problem that was studied by LI:(

Suppose that one knows the equations of definition of an infinite Group

|k(yl,...,yn’g_)y(11 ,j :Bk(xl, ---,Xn),

as well as the general infinitesimal transformation:

() Berichte der kgl. Sachs. Ges. der Wissensdl®#%(Verwerthung des Gruppenbegriffs).
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of of
Xf=&—t .. +&—,
‘iaxl 5”a>gq

of the group. Convert the integration of=X0to simpler auxiliary equations.
It would be interesting to study the grougsrather than the equationg By of this
integration problem.

8 1. Generalities on infinite groups.

In this paragraph, we summarize the notations and fmed&l theorems of the
theory of infinite groups.
A set of transformations:
Yi = Fi(X1, «.., Xn), i=1,..,n 1)

is called arinfinite groupwhen theF,, ..., F, are the most general solutions of a system
of partial differential equations:

oy
W, )i"'WX'NMV"’%’_l’“'j:O’ k=1, 2, ... (2)
k( axl

that satisfies the two following conditions:

First: The most general system of solutions of the sy$@rmdoes not depend upon a
finite number of arbitrary constants.

Second: Along with the systems of solutions:

Yi = Fi(Xe, ..., Xn), i=1,..,n

Y =®Di(Xg, ..., Xn), i=1,..,n
the system:

Yi = ®i(F1(X), ..., Fa(X)), i=1,..,n

must also be a system of solutions.

Equations (2) are then called thguation of definition of the finite transformatsoof
the group. The system (2) contains the derivativeBeof with respect tox up to ordess.
One imagines that it has been converted into a formthattall of the equations of order
less than or equal te that may be deduced from the other ones by derivation and
elimination are already deduced by just eliminations.

Any infinite group contains an infinitude of independent initésimal
transformations. IKf andYf are two of them then all of the transformati@nXf + b Yf
belong to the group, no matter what the constartsas well asXY)f.

The infinitesimal transformations contained in the grongy be defined by a finite
number of differential equations of the form:

Zn:aki(x)gﬁ +ZZakw(x)g—i +...=0, k=1,2, ..., (3)
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which are linear and homogeneous in ¢hand their derivatives, and which enjoy the
following two properties:

First: The most general system of solutions does not depend uporadiihjte
number of arbitrary constants.

Second: If &, ..., & M, ..., nn are two systems of solutions then
Zn:[é%—m %j . Zn:[fv 1, -n, ag"j is a system of solutions.
r=1 a)ﬂ/ aX/ r=1 a)ﬂ/ a>$

Equations (3) are called thequations of definition of the infinitesimal
transformationf the group. Any system (3) is imagined as being convértedh form
such that the equations that are deducible from it by devhstand eliminations and
whose order does not exceed the order of equations (3pendgduced from (3) by only
eliminations.

This will be the case for all of the systems of e¢muns of definition that will occur,
without it being necessary for us to repeat that fact.

Equations (3) have the same order as equations (2), ardj@ein number. One
may give them the form:

} ZZ""({"’W} ZZZ o {aw}r..:o, k=12, ... (3

aX/ ayv i 6)26)5 aY,uv

zs(x{

)
in which, we have set, for the sake of convenience:

o _ 0y - _ 0%,
= ox, Yiu = ox, 0, '

and in which the parenthesd§ipdicate what the functiohof xi, ..., X, V1, ..., Yn, Y11,
., Ynn, Y111, ... DECOmes, after the substitution:

Yi =X, Yiv = &v, Euw =0 & =0ifizn; & =1). (4)

In the meantime, we observe that equations (2)beaconverted into equations (3) with
only derivations. We might make another observatio the form of equations (3).

It is not necessary to recall that the equatids O can always be put into the more
convenient form:

(Y1, oo Yow Yids «-o) Yo Y1125 -.0) —Ok(X1, ..., %n) =0,

in which the functionsy depend upon thg, ..., Vn, Y11, ..., but not on they, ..., X,. In
addition, this has the property of reducing all degresponding functionai(xi, ..., X)
for the substitution (4) identically.

If one then puts the functiohg — ax in place ofW in (3) then, instead of (Bone
has:

Zf(x){aak} Zzax[ay } +..20,k=1,2, ... 3)
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One can conclude nothing directly about the functions,of.., x, that the symbols

{ZA} ... represent. The method of ENGEL, which | shall exhibg 2, shows that the
Yiv

{%} ... are expressible in terms of only the a, ...
Observe that for any infinite group there exist systehegjoations (3) that define the
infinitesimal transformations that are contained he group. Conversely, one might
demand that, given a system of equations (3), witHitbieandsecondproperties, there
always exists an infinite group with those equations dihilen for the infinitesimal
transformations. The response to this demand is tleeviol fundamental theorem:

Theorem 1. Let there be given a system of linear, homogeneous patrtial differential
equations:

i“aki(x)fi +ZZakw(x)g—i+ ..=0, k=1,2,...m (3)

that has the following properties:

If equations(3) are of order s then they cannot be put into thenfaf equations of
order< s by means of derivations and eliminations, anepahdently of3).

The most general system of solutions cannot deppod only a finite number of
arbitrary constants.

If theéy, ..., &, M, ..., Ny are two systems of solutions then any:

% on, 0é .
& ——n,— |, i=1,..,n
Zl[ 0x, 7 6>$j

is a system of solutions.
The systern(B) then defines the most general infinitesimal trarmmegdion:

< of
Xf= iZ:;Ei(x)(,)—xi,
of some infinite group. The finite transformatiavfsthis group are determined by m
independent partial differential equations of ordeof the form:
(Y, ooy Yoo Vi1, --2) = Ok(Xe, .., X%0), K=1, ...,m (2)
that reduce to the identity under the substitution:
Yi =X, Yiu=&u, Yiu=0, ...

The functions 4 ..., 1, have the property of remaining invariant under any
transformation:
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¥i = Fiys, -1 Y),

that belongs to the infinite group. Given equati@ds the functions, ..., I, may be
found by integrating a complete system.

Here is how one forms this complete system:

Imagine that the transformatiotf = Zf(y)a—fls performeds times, which gives
i=1 i

the first, second, ..s" derivative of they with respect to. One will have:

x<5’f-25() ZZ 'BV ZZZ B, f

amax

in which theB;, f, B, f, ... are transformations of tlyg, ..., Yan, Y111, ...
Imagine that (3) has been written with the vagall, ..., y, in place of theq, ..., X,
respectively. The equations thus obtained carebeetl fromm of the quantities:

05, 05, 9%,
EO) - 600, 35 g B

expressed as functions of the remaining ones. ekpeessions thus obtained are put into
the symboIX(S)f, which becomes, when we exhibit what remains endh ..., &, 0& /
ayl,

X(9f :Zfi(y)E f+zzg—5_l$v f+ ...,

in which theB f, B, f , ... are transformations of the variables:

Y1, -0y Yoo Y11, ---) Yom Y111, -
The equations:

Bf =0, B,f =0, ..

define precisely the desired complete system. 3yssem, as one can see from the way
by which it was formeddepends essentialign the nature of the functions(y),

am(y) that present themselves when (3) is written ® ftrm (3). We note that this
circumstance is the reason why we will point oumethod later on that makes the
determination of the functionis, ..., I, depend upon the integration of a complete system
that isindependentf the nature of the functioreg(y), ..., am(y).

8 2. Engel's method for the construction of the equations afefinition.

In the preceding paragraph, we considered eqatibthe form:
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iakigﬁ +Zzg—iakw +..=0, k=1,2,.. (1)

Suppose that the properties that are attributed to thierayall remain, except that
one hasfirstly: Suppose that the most general system of solutions depahydspon a
finite of arbitrary constants.

Thus, as was pointed ou},(the (1) are the equations of definition dfrate group.

The problem of determining all of the systems of equoatiof definition for groups,
whether finite or infinite, was solved by ENGEL)( The demonstration of ENGEL'’s
method was given by both LIE and ENGEL ). | will outline the demonstration of
ENGEL, which leads to a noteworthy form for equations (i permits us to generalize
its primary results.

Let there given an infinite group:

(Y1, -y Yoo Vi1 ---) = Ak(Xa, .., Xn), k=1, ....,m, (2)

in which thel, contain all of the derivatives of tlyawith respect to the up to thes™.

Let Xf = Z§(y)g—f be an infinitesimal transformation of the grouple denote the
i Y

s-fold repetition of the transformatioxf by X®f. From theorem 1, one will then have:

X1, =0, X1, =0.

For the moment, leff = ZZi(x)g—f be an arbitrary infinitesimal transformation in
i %

the variablesx, ..., X, and let Z9f be the corresponding repeated transformation.
ENGEL proved that:

ZO9), = g, ,00a  (1,...,1), k=1,....m,
[P (2T N § m

i v,

in which theaikyl _are functions of only thi, ..., Im, and in which:

,,,,, v

_ 6V1+-~-+VnZi (X)

. m+ ...+, <9).
ZI,Vl ,,,,, Vn a)(::‘/l...a%n (l n )
If we then set:
zaikv WV (ll""’lm)af = 'K\,Vl ,,,,, % f (3)
= W1se¥n alk n

then the expression:

() LIE, Theorie der Transf. gruppemol. |, page 47, theorem 28.
(") Math. Ann, Bd. 27.
(™) Kleinere Beitrage IXBerichte der Sachs. Ges. d. W., 1894).
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Zf + Z Z G QA f 4)

i=1lvy,.

will obviously represent the general infinitesimal tramsfation of an infinite group in
the variablexy, ..., Xn, 11, ..., Im.

Now assume that the functioas(x, ..., %), ..., @(X1, ..., X,) are arbitrary and write
down the equations:

l1 = @i(X1, ..y %)y ooy Im = @(X, ..., Xn). (5)

The totality of all transformations (4) that leave flystem (5) invariant is again a group:
On the other hand, the idea that a transformatioregd)es the system of equations (5)
invariant is expressed by:

i z Z||/1 ,,,,, (X) Viv Vo ( -, ) = ZZ;, amk k= 1, ....m. (6)

i=lv,. 6X

Therefore, if:

LW © 7Y,
are two systems of functiongthat satisfy the relations (6) then so does theegysif
functions:
Z[Zm 967 -¢? 9¢" j i=1,..,n.
Coox,

One then concludes thatjuationg6) define a group in the arbitrary variables, x.., X
by the functionsa (X, ..., Xn), ..., @(X1, ..., %)

In particular, if the functionsn, ..., am of X that enter into the right-hand side of (2)
take the place ofa, ..., a@m then (6) will represent a group from which we started and
whose finite transformations are defined by (2).

One then has the theoren (

Theorem 2:Let:

Lo & of
;56_)§+;UX(0’5)E (7)

be the symbol of an infinitesimal transformatiorthe variables x ..., X, a1, ..., Om,
and the functions Wa, &), which are linear and homogeneous in theaand in their
derivatives that is chosen in such a manner thatst of transformations thus obtained
that leave thef arbitrary functions of theix..., X, is a group.

Take them, ..., am to be arbitrary functions of the x and write dotle equations:

() ENGEL,Math. Ann, Bd. 27, page 31.
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oa,
0x,

Uu(a, X) — Zn:EV =0, x=1,..,m (8)

This system of equations defines a group (finitefimite) in the variables ..., X, .
Take all possible infinite groups of the fofi) and each time form the corresponding
equationg8), and one then has all of the groups (finite or iné@hof variables x ..., X,.

The functionsai(X), ..., an(X) of the preceding theorem are not entirely arbitrary.
Indeed, they must be chosen in such a manner that equ@Bpreannot produce new
equations by derivation. This condition translates amal$i into a certain number of
relations between the and their derivatives:

oa.
a,...q,—,...| =0. x=1,2, ..
Xx( 1 axl j

When we say, in what follows, that tbdn (8) are arbitrary, we always intend this to
mean that this arbitrariness is limited by the equatiars0, if there are any

Theorem 2 makes the determination of the group ixithe., x, depend upon that of
certain groups in the variablgs ..., X, o1, ..., am, @and more precisely, on that of certain
functionsUy(a, ¢). These functions are ones that containdlaad their derivatives in a
linear and homogeneous way:

U@ 8= $ER@ T Y S R@ +
Now set:
. NG i: N m —~a i: —
A=A SR@g AL

so the symbol (7) may then be written:

n o of & 9% —
25E+;5Af+zgae\,f+...,

i=1 X

and on comparing this symbol with the one in (4% sneanwhile has thatith no loss of
generality in the result one may suppose that:

A‘(a) =0, i=1,..,n, x=1,..,m,

so the symbol (7) then becomes:

() ENGEL,Math. Ann, Bd. 27, page 38.
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L of 0é — & —
6 N AV f+ A v ) (9)
2 b T2y ZZZ ax 0%
which has a form that is identical to the symbol (e A, f, Awf , ... represent
transformations in the variables, ..., an. This poses the question:
What conditions must the transformatioAs f, A, f, ... be subjected to in order

for (9) to be the general infinitesimal transformation of a group in the.X Xm, a1, ...,
amwhen theéy, ..., &y are taken to be arbitrary functions of the x?

ENGEL, in the paper iMath. Ann.that has been cited several times, has resolved the
guestion in the two simplest cases. However, it is alBsy to resolve it in the most
general case. We first examine the results of ENGEL.

(A) In order for the symbol:

>&s tET A

to represent the general infinitesimal transformatidna group it is necessary and
sufficient that transformatior&, f in thea, ..., am form a group under the composition:

(Z}x’ sz) = ‘givzﬁlx _‘gprv

(B) In order for the symbol:

n agz
.Zg' .ZZ Al 6&6&

to represent the general infinitesimal transformatidna group it is necessary and
sufficient that theA, f, A, f form a group in them, ..., am with the composition:

(Z}x’ sz) = ‘givzﬁlx _‘gprv’
(ij ! Z)zvrr) = 0'
(ZTX’ Z)zvrr) = givz&/xn+£}pz)zvx _‘gx,uA/n'

In order to extend this result to the case in whitlleivatives of thef up to thes"
(s > 2) enter into the symbol (9), there are two dédferpaths to follow. A first path
would be this one: One first proves that in order for ¢®e the general transformation

of a group it is necessary and sufficient that #)ef , A, f, ... form a group in then,

., am With a composition that is the same for all of them.order to then find it, it is
enough to consider a special group (9) — e.g., the group pdiatl transformations iry,
..., Xn performed up t@ times, when one considers the derivatives of/tiwth respect to
thex.
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A more convenient process takes into account the méynghich one arrives at the
symbol (9), or, what amounts to the same thing, théoeyid).

One considers an arbitrary transformatin- ZZi(x)g—f in thexy, ..., X,, and if it
)(i

is applieds times, one considers the derivatives of vhe..., y, (the untransformed
variables ofZf) with respect to the, ..., x,. The transformatiod@®f thus obtained may
be represented as follows:

70 = X 10
ZZ ( ) a>§, a (10)
in which theA;, f, A 1, ...are transformations in the variables:
Y1, ooy Yon Y111 .- yi,vl-uvn’
One will then find that:
Z9 1y =2 Z G @y (nl), k=1,..m
Sincely is a function of only the, ..., Vn, Va1, -+, Yan Y111, ..., it fOllows that:
A, (L) = |V1 v (e l), (11)
in which the symbol:
A,Vl.“vn
represents the transformation that has the coefiis’;, , in the symbol (10).
Equations (11) say that the equations:
l; = const., ..., Im = const.

represent an invariant division of the spacgpf.., Ynn, Y111, ... Into groups of:

A,Vl.“vnf’ i:]‘l"'!nl Vl++Vn<S

Then, from a theorem in the theory of finite grsup), the infinitesimal
transformation:

. 6 S of _ =
— bl ) =—=
;A,vlmvn 6 zq m)6|k Avvlmvn

k=1

() Theorie der Tr. gruppenvol. |, page 307.



Medolaghi — On the theory of infinite continuous groups. 12

generates a group in the variablgs ..., I, that isisomorphicto the group of the
A,Vl.“vn f '

We thus have the theorem:

Theorem 3.In order for the transformation:

of & ~
Zéa_xJFZZ&A”f + ...

I v

that contains all derivatives of thé up to the § to be the general infinitesimal
transformation of a group in the x..., Xm, a1, ..., Gm, it IS necessary and sufficient that
the transformation:

A,vl.“vn f

intheay, ..., am form a group that is isomorphic to the groupAf, , f inthey, ...,
Yon Y111, ... that extends theéy, , f and is defined by the symbol:

Z(S) =Zf+ z z Zi,vl.“vn (X) A'vV]_'“Vn f.

i v,

If one sets =1, 2 then one finds the compositioAg, (B) precisely.
The composition of the groug, , f will be briefly denoted by the symbgy, .

Combining theorem 3 with theorem 2, one has:

Theorem 4. The equations of definition of the infinitesimadrtsformations for any
group in the x ..., Xn, may be put into the form:

IPI PN LANCINLSED WA

awx’ x=1,..m (6)
)(i

in which:

m

of _ +
a’, ,@,..0,)—=A, ,f
z |,|/1..Avn( 1 )am A ..V

x=1 X

are transformations that form a group with the casipon )4, .
Conversely, any group with this composition thadie to equationg6) for any
system of functionss, ..., am defines a group in the X..., X,.

Let N be the number of derivatives of thavith respect to th& up to orders. In
order for the (6) to effectively define a groupisinecessary that the group that is formed

by the 'K\,vl.“vn f have a number of parameters that is not greaa@rNf . The problem
of determining all of the groups 13, ..., X, thus comes down to the following one:
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For any value of s, determine all of the groups that have the compogitiand a
number of parameters that is not greater thag.N

8 3. Determination of the groups with the compositions,.
The problem that we were led to in the preceding paragraplbe solved for any
value ofs by the method that was used by LIE in his work on therthef finite groups.
It is therefore necessary to consider this problerh mibre care.

Let there given two arbitrary infinitesimal transf@tmns, one of which is in the
variablesy, ..., yn, and the other of which is in the variables..., x,

= Y i = . i
Yf—;m(y)ayi, Xf iZ:;,cﬁ(x)a)g

Consider, along with the variables ..., yn, X1, ..., Xn, the variables:

av1+-~-+vn y,
Vi n a)q/l _,,a><n ’

i=1,....n, W+.. +U<S

and imagine tha¥f andXf are extended with respect to these new varialfesne sets,
e.g.,s= 1 then one will have:

Y(l)f—Zn.(y)ayl Zzaﬂ{zhayﬂj
SURIVICES Byl (2 ﬂ”ayﬂ.j

(1)

Since one has:

(Y(l) x(l)) = X)(l),

and on the other handY(X = 0, so one hasY® X™) = 0 for any arbitrary
transformationsrf and Xf. Form the parenthese¥® X)) with the expressions (1) for
Y andX®, and write that these parentheses must be equartoidentically for any
arbitrary functionséy, ..., &, 7, ..., n . One then finds that the transformations:

Zyw,i, v,i=1,...n (2)
H ayl,u

are all permutable with the transformations:

v,i=1, ...,n,
Zyﬂv %
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which is easily verified in this special casesef 1.
The transformations (2) form a simply transitive groagpwell as the transformations
(3). We may summarize all of this by saying:

The groupg2) and(3) are simply transitive and reciprocal to each other.

As one sees, they are two parametric groups for therajeireear homogeneous
group inn variables.
We turn to the case of arbitrasy Let:

SR VICE S I WIC LA
i af, A (Vl+ o |/n<S).
X(S) f= ZQ(,(X)&+Z z giv'/l“'Vn (X) Avl'”vn f

i vy,

A rationale that is analogous to the one that vaelenin the case af= 1 leads to this
theorem:

The transformations:

B. f, i=1,....n, W+ ..+,/<s

in the Ny variables yy, ..., y;,, ., , ... form a simply transitive group.
The transformations

A, f, i=1,...,n, W+ .. +WhL<s
V1 n

in the same variables form a simply transitive grou
The two groups are reciprocal to each other.

They are thus similar to each other; their commmmposition is what we have called
¥n . This group has a great importance that ha®@en noted up to now in the theory of
groups inn variables and with equations of definition of arde This notion will recur
several times in this paper: For the sake of sirtglil will call the group ofB f the

Wy Vp

group Band the group ofy, , f thegroup A
Imagine three series of variables:

L, ooy n, Y1, oo Yns X1y oy Xy

and think of they, ..., yn as functions of the,, ..., X, , while thez, ..., z, are functions
of theys, ..., ¥n. Thez, ..., z, are then implicit functions of the, ..., X, ; we write
down the formula that expresses the derivativebez with respect to th& as functions
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of the derivatives of thewith respect to thg and the derivatives of thewith respect to
thex.
These formulas for the first, second, s" derivatives are:

0z _<-0z 0y, —
s B e s 2 u=1---n,
ox, ;ayv 0x, e n
0’z 0’z 0y 0 dz 0°
Z =Yy 7z 9y yp+z £ oy 3)

ox,0x, S5 0y,0y, 0% 0y S0y0x0x

In these equations, consider the derivatives efztlwith respect to thex as new
variables, the derivatives of tkavith respect to thg as old variables, and the derivatives
of they with respect to thex as parameters.They then represent ansNold simply
transitive group with the compositigg, that is precisely the group A.

If we now consider the derivatives of the ..., z, with respect to thg, ..., y, to be
the parameters, instead, while considering thevaves of they,, ..., y, with respect to
thexy, ..., X, as the old variables and considering the derigatnf thez with respect to
the x as the new variables, then we have in (3) theefiajuations of anothés-fold
simply transitive group with the compositips that is precisely the group Therefore:

Equationg(3) are the finite equations of two groupsB\

If one has a transitive group for which the findguations are known then one may
find all of the invariant divisions for that growgthout integrations. One may therefore

find all of the invariant divisions of the spagg, ..., Yan, Y111, -+ Vi s oo (1 + 0 F

Va <) for the groupA without integration.

In particular, if the group is simply transitive then one may follow this pétin the
determination of its invariant divisions, or, sinteamounts to the same thing, its
isomorphic groups \:

First of all, we determine the subgroup®ofLet:

B]_f, sy BN—mf
be an N — n)-fold subgroup and let:

(D_]_(yll, ), ...,(Hn(yll, )

be independent invariants of this subgroup. Téesfiormations:

= of C of _ <
o)—=>ya, (@, °)—=A, f
;A,vlmvn( x) am ; |,v1-~-vn( 1 )amx A 1 Vo

X

() Theorie der Tr. gruppervol. |, theorem 78, page 439.
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then generate a transitive group in theariablesa, ..., @, that is isomorphi@d and is
endowed with the compositio, . This (N — I)-fold group in the grougB, ..., By
gives an-fold subgroup, but no larger subgroup that is invariantergtioup B f.

It is thereforeN-fold with the compositiong, when and only when the gro@, ...,
Bn-mis not invariant and not contained in any invariant subgrdtipeogroupB.

One obtains all of the transitive groups with the comjowos )¢, by this process.
After that, it is easy to obtain all of the intrangt groups with that composition and a
number of parameters thatddN. However, | will not go further into that problem.

8 4. Search for the equations of definition of finite trangfrmations.

Let there given an arbitrary grodp along with its equations of definition for the
infinitesimal transformations. The problem that wdl wow study is that of finding the
equations of definition of the finite transformations.

Theorem 1 (8 1) reduces this problem to the integrati@ncoimpleteéN-fold system
in N + m variables, ifm is the number of equations asds their order. It is therefore
this problem of integration that | will now occupy myseith.

The equations of definition of the grolipcanalways(Theorem 3, 8§ 2) be put into
the form:
ow

a)gx ! (1)

z z $ipw, NG, ., (@) = ZZi

i v,

in which thea, ..., @nare well-defined functions of the, ..., X,.
However, one can also make g ..., ar, arbitrary functions of the, as long as
these functions satisfy certain relations:

)(X(wl,...,wm,%,---j =0, x=1,2, ..
0%,

so that (1) define a group. Therefore, if one exithe equations of the grolipin the
form (1) then one will associate it with a seriégups in theq, ..., X,. Now, since the
complete system upon which the determination offithee equations depends forms the
group " with the equations (1), and this has many anafogih the groups that are
associated witH", it is natural to think that it is possible to aint the equations of
definition of the finite transformations of all tiggoups (1) by the integration pfst one
complete system im independent solutions.

This is, in fact, the case, and | intend to prthat fact in this paragraph.

The equations of the finite transformations ofgheupl” are of the form:

(Y1, «oe0 Yo Y11, -22) = @XL, -. 0 Xn), k=1, ....m,

in which thely, ..., Iy are the functions that one would like to determim@ese functions
have the following two properties:
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@) One must have:
Ay () =al, ., (.0, k=1,...,m,

£ and one must have thiatyi, ..., Yn, Y11, ...) = @(Xa, ..., Xy) identically under the
substitution:

Yi:Xi, yiV: 1V yi/juzo,...

As one sees, these properties define the functioosmpletely. Thus, | propose to
look for the most general system of functions..., |, that satisfies all of the conditions

q), P).

Since theA, , f are transformations in only the derivativesyofith respect tox,
and not they (which contain none of the coefficients), one may sa

Find the most general system of functions.1, Imin the ¥, ..., Yn, Yir, .oy Yip s oo
such that one has:

Ay () =al, ., (.00, k=1,..,m,
and they reduce tai(y), ..., @(y), respectively, under the substitution:

Yiv: 1V Yi,uvzoa (2)
Let:

Ik = (Y1, ---) Yoy Y212, --2) (3)
be the desired system. To say that the funclipsatisfy the relations:
A, (L) = aly oy (1) (4)
is equivalent to saying that tegstem of equations:

Ik = |k(y1, won Y Vi )

between the variablds, ..., Im, V1, ..., Yn, Y11, ... Mmust banvariant with respect to all of
the transformations:
A, T+A,., =0, f (5)
in the variable$y, ..., Im Y1, ..., ¥n, Y11, ...
The symbol A, , frepresents, as it always has up to now, the infinitasim

e of

transformatlonzawl_,_vn 3
x=1 X
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Conversely, the most general system of equationseofdahm (3) that admits the

U f will show us the most general system of functins.., I, that satisfy (4).

iy Uy

The transformationd). f obviously form a group with the compositigg, ; in

ViV,

order to find the system of invariant equations for ¢ineup, consider the matrix formed
with the coefficients of the transformatiots, , f. In this matrix, not all of the

determinants of ordd¥s are annulled, and none of them can be annulled by \oftae
system of the form (3), since those determinants aneefd from only they, ..., Yan, ...,
and are not identically zero. Any system of the fo{@) thus represents relations
betweerm independent solutions of the equations:

U f =0, i=1,...n, W+ ..+Wh<s (6)

iy Uy

Let:
q31(|1, ...,|m, Y11 «oes Yom Y111 ), ...,cDm(|1, o Y11, )

bem independent solutions of the complete system (6).

. . . . f :
Since this complete system is soluble with resped:heoaa—, the functionsbd
yi,|/1-~-|/rI
will be soluble with respect to the, ..., 1.
One then concludes that the most general system |{3)ave the form:

CDJ_:C]_, ...,cDm:Cm, (7)

in which thec, ..., ¢y are arbitrary constants or arbitrary functions of yhe..., y, .
Solving the system (7) with respect to the..., Im, one has:

|/1:Q;1{C1(y), ...,Cm(y),yll, «ooy Yon Y111, }, H= 1, ....m, (7)

and these are the most general functions oythe., yn, Y11, ... that satisfy the relations
(4).

In order for the function®;, ..., Qmto also be reducible t@i(y), ..., @(y) under the
substitutionyi, = &, Vi = 0, ..., it is enough to suppose that @e ...,y in relations
(7) areprincipal solutionsof equations (5) with respect to the system of vajues &,
Yiuv = 0, ... Thed,, ..., Pynthen indeed reduce tg, ..., Im, respectively, for that system
of values, and relations (7) thus become:

l1 = @i(y), ...\ Im = @h(y) (8)

for that system of values, in which tbm(y), ..., @m(y) are taken to be arbitrary functions
of theys, ..., Yn.

Now, since the system'{7s also equivalent to the system (7) under the substitut
Yiv = &v, Yiw = 0, ..., it must reduce to the identity (8).

One thus has the theorem:
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Theorem 5.There is a unique system of functions:

TV PP VA V/E TR VA IR P (VIR VAR |

that satisfies the relations:

A,vl.“vn(lk) = ailfvl ,,,,, vn(ll""’lm)’
and for the substitution:
Yiv: iv,Yi/JVZO, ey (2)

it reduces to the system of functions:
@i(y), -, @),

in which thew are however, given functions of the y., yn.

In order to find this system of functions, it is enough to determingriheipal
solutions of the complete system:

A, f+A, , f=0 (6)

with respect to the system of val(@2ys If:
@1, ooyl Vi, os Yo oo fs vy P 11y ooy Iy Va1, -0}
are these solutions then it is enough to solve the equations:
;1 = @i(y), Pm = @i(y)
with respect to they] ..., Im. The expressions thus obtained:
l1 =Qd @i(y), ..., @(Y), Vi, -} ooy Im=Q @i(y), ..., Y11, ...}
are the desired ones.
One must add that the equations:
l1 = @i(X), ..., Im = @(X) 9)

are the equations of definition of the finite transfations — for the group, one replaces
the @i, ..., @ In equations (1) with the characteristic functionslefand for the
associated group tb, one successively substitutes all systems of funstibat satisfy

the relationsy, [wl,---,mm,%ml
%

depend upon the integration of a complete system, vie.syistem (6), whose form

j = 0. The study of equations (9) makes everything

of the functionsm, ..., .
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We have thus proved what we wished to prove, anchawe also found that the
equations of definition of any group are of the form:

Q @i(y), ..., @(Y), Y11, ---} = @u(X), u=1,...m

This result is important for the manner in which it mattess functiondw(y1, ..., Yn, Y11,
...) depend upon the variablgs ..., y, . This result will be completed in the paragraphs
that follow.

8 5. On intransitive groups.

Before we proceed with the study of the equations @ffitlite transformations, we
shall briefly occupy ourselves with the intransitive grospsve can them limit that study
to the transitive ones.

The groupy, has the infinitesimal transformation:

= of
f=)>)a @y, 0, )— . 1
A,Vl ,,,,, Vi g [P ( 1 )am ( )

X

The equations in the corresponding groups,in.., X, are then:

z z Zivvl vvvvv Vnali)f'/lr-yn(ml’”.’mm): ZZ/I amx : (2)

X ViV H ax,u

A change of variablear, ..., @, transforms the system (2) into an equivalent sysiad
then the series of groups (2) into itself.
Now, suppose that the groyg is intransitive, and let:

¢, ..., @), ..., Pl @, ..., C)

be its independent invariants. Introduce the newablesg,, ..., ¢« ¢, ..., Unx IN
place of the old variables, ..., @, in which they are independent of each other and
the ¢.

zzﬂaﬂ’:o, v=1--- k,
=R

> Y G O G et )= 20, o= 1 -k,

iV,

SO One can say:
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Theorem 6.If the group), is intransitive and has k independent invariants:

¢1((D_]_, ey mﬂ)l "t ¢K(m-l LR | mﬂ)
then any corresponding group in the X.., X, is intransitive and has k independent

invariants. For a particular group with the system of functiamé), ..., @ (X), these
invariants are:

Pla(X), ..., @(X)], ..., pd@i(x), ..., @(X)].

We can express the same thing in this way: Therk egeations of the form:
$,(@, @) = p@, ..., &), n=1, ..k
between the finite equations of the grggpandk equations of the form:

pAa@(y), ... @(y)} = pL @(X), ..., @(X)}, n=1 ..k

Example:
The equations:

......... (4)

define an infinite group in the, ..., X, , no matter what the functions, ..., an of thex

and the functiong\, ..., Ay of thea, as long asn <n. The corresponding groug, is
simply infinite; its infinitesimal transformations are

of of
Af=A(n, ..., 0m) —+ ... +An(n1, ..., Om)—.
oa. 0

1 m

Let:
a,= gy, ..., am), x=1,..,m (5)

be a transformation of the that take®f to the canonical forr%@.
a

m

Then:
A(¢g1) =0, ...,A(§m1) =0, A(Pn1) = 1.

With the substitution (5), equations (4) become:
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Zfﬂ%—o, i=1--m-

S (4)
$p 00y 08 g
H=1 aXm i=1 X|

The firstm — 1 of these equations say that any group (4) leavesl functions
invariant. The last of (3says that any group (4) leavesrafold integral invariant.
More simply, one may say:

Any group(4) is characterized by leaving m n-fold integrals invariant.

The determination of these integrals and then the egsatibdefinition of the finite
transformations of any group (4) is a problem thaqgsivalentto that of reducing\f to

the canonical form@.
oa

m

8 6. Properties of the equations of definition of the finé transformations.
Special case.

Now, consider only transitive groups, they have a number of parameters that does
not exceed\(. In this paragraph, | will limit myself to the considBon of those groups
¥snthat have preciseMs parameters.

Let there be given the equations of definition ofitlimitesimal transformations of a
groupl in Xy, ..., %. Let the corresponding groyg, havem variablesls, ..., Im andN

Recall the following theorem from the theory of fn@roups ):

Theorem 7.The r independent infinitesimal transformations:

: % , of
X =Y &K %)=, k=1, ..,r
i=1 OX,
in the n variablesx , ..., x, satisfy relations of the form:

(XIIU X’J) = zCkJSX’S
s=1

The infinitesimal transformations in the variables ..., a; :

() Theor. der Tr. gruppenvol. |, page 154, theorem 23.
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. of
Af=>a(a,....a)—, k=1, ..r
=i da,
that satisfy:
(A A) = Y G A,
s=1

and do not identically annul the determinant of thactionsai, form the complete r-
fold system:

X f+Af=0,  k=1,..r

and determine the principal solution with respexiatcertain system of valueg=a a’.
The x = F(X,...,%,,4a,...,8 )are these principal solutions of the equations thave
been solved with respect to their which the:

X =fi(Xe, ..., Xn, &1, ..., &)

represent a continuous r-fold group. This grouptamns the identity transformation and
is generated by the infinitesimal transformations:

AX fF++AX T,
In the preceding theorem, set N, n =m, and take:

The variablesy, ..., ar to be theN variablesy,,, , ,
The variablesq, ..., X, to be themvariabledy, ..., Im,
The transformationf to be theN transformationsp, |, f,

The transformation¥, f to be theN transformationsz}yvlmvn f,
and finally take the system of valuas= &’ to be the system of values:

Yiv=&wn yi,uv:0, (1)

Dl s by Vi s o) “=1, ....m

are the principal solutions of the complete system:

A,vl ,,,,, l/nf+A f:o

VeV
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with respect to the system of values (1), and when @,(1, y,, , ) are solved with
respect td, ..., In this gives:

e =fu (g s Yy s )y =1, m, (2

so (2) are the finite equations of the grogp; its first parametric group is the group
A, f. The parameters of the identity transformationgaren by (1).

If one setd,, =@ (x), |, =a@y) (=1, ...,m)in (2), and one thinks along the lines
described in 8§ 4 to form the equations of definition of fihié¢e transformations of the

group that corresponds to the grggpthen one notices that:

GAX) = 5 [T, oo Ty weer Yoy -]

are the equations of the finite transformations of a gioug, ..., X, for any system of

functionsa(y), ..., @h(y)
The problem of determining these equations for a givempgin Xi, ..., X, thus

coincides with the problem of finding the finite equatiofishe corresponding groug,
in such a manner that its first parametric group is pedcthe group.
Conversely, let:

z, =ty [z, ..., Z, &, ..., &n, C o an], A=1,...m (3)

be anN-fold group inm variables with the compositio,.
It is always possible to the determine #g , as functions of they,,

,,,,,,,,,,,

ai',vi ,,,,, Va = a-i',vi ,,,,, l/g(""yi,l/1 ,,,,, Vo ! ) (4)
in such a manner that the first parametric group is thepgk.

If one makes the substitution (4) in (3) and replat¢hz, ..., z, with @(y), ...,
ai(y), respectively, and replacing tiz, ..., z, with @i(X), ..., @(X) then one obtains:

@X) = F A @i(y), - @nlY)s s Yipow s -+ u=1,...m (5

Indeed, now write, along with (5):

Uy,

@) = Ul @, - (D), - 5 a;" 2} u=1,..m (5)

Combining these last equations with (5) and recallingtti@finite equations of the
groupA are (3) from 8§ 3, in which we considered the derivativabez with respect to
they to be variables, and thoseyoivith respect to th& to be parameters, we find:
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@X) = F{ @i(2), ....cm(2), ;Xl:l—a)?: whoou=1..m (8)

The set of transformations defined by the system ({jus such that along with:

Vi = Fi(Xe, ..., Xn), i=1,..,n,
z = Di(yy, ..., Yn), i=1,..,n,
the transformations:
Z = Oi[Fi(X), ..., F1(X)], i=1,...,n

belong to the set. One thus has the theorem:

Theorem 8.1f a groupl in the variables x ..., Xn is such that its group, has N9)
parameters then the equations of definition of the finite transformatiohsacé of the
form:

@(X) =4 a(y), ....ay), s Yoy ws b M=1, ... m

in which the equationg, =f, (z, ..., 2, ...,¥,, ., , ---) are the finite equations of the

group 4, that is associated with.
Conversely, ifz, =f, (z, ..., 7, ...,a, , , ...) are the finite equations of the group

¥snin Ng) parameters, and if:

is the substitution that takes the first parametric group to the group #ybstitution

whose inverse is:
ai',vi ,,,,, Va = a-i',vi ,,,,, V;("" yi,l/1 v, ! )

,,,,, n

then the equations:

GUX) = DY), ooV, Oy r Coos Vi) b H=1am (D)

,,,,, n

define a group in n variables for any system of functmons.., @h.
In order it to not be possible to obtain new equatairerder not greater thafrom

(1) by derivations and eliminations, it is necessary anficerit that the functionsu,
..., i Satisfy certain relations:

)(X(wl,---,wm,%,---j =0, x=1,2, ...,
0x,

which are the same as for the equations of the indinital transformations, so the
number of them is equal to the number of (1).
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It is easy to show that (1) reduces to the identity utidesubstitution:
Yi:Xi, Yiv: ) Yi,uVZO,---
Indeed, it is enough to observe that the finite equatdise parametric group reduce to
the identity for this substitution.

Examples. Les=1, SoNg =n”
[.) For the groupsn take the one that is defined by the transformations:

of

AiX == 0'| ~ I
oa. (1)
and to this form of linear, homogeneous group there comesgooups inxi, ..., Xn
whose infinitesimal transformations are defined by the ezt
ZGi%+ Eiaa” =0, v=1,..,n (2)
= O0x, = 0§

The finite transformations of these groups have thetmosaof definition:
n a ]
Z%(Y)i= au(X), u=1, .., n, 3
i=1 axﬂ

in which thea are the same functions as in)(2

For any system of functiong (3) [or, what amounts to the same thingd)](@efine a
group. All such groups have the property of leaving a PF&ffession invariant, such
as:

D a(x) dx.
i=1
II.) For the groupsn, now take:
of
Ax=a,—, 1)
oa,

so the corresponding groupsx) ..., X,, along with their infinitesimal transformations,
satisfy a system of the form:

¢

: 5X% =0, i=1,..,n (2)

i=1 X, %1 0%

The equations of definition of the finite transfations are:
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n 0Q
D (y)—= an(X), A=1,..n (3)
i=1 a iA
in which:
ov.
Q=>*Vi1... ¥n yixzi.
0X,

The groups (3 are characterized by leaving the systernof 1 PFAFF equations
invariant:
dxg i dxe:...idX = aa(X) : a2(X) ;... an(X),

or by the fact that the infinitesimal transformatiin= Za’i (x)g—f leaves it invariant, as
i %

well, in such a way that Xf is the generic infinitesimal transformation of @gp (3)
then one has{, A) =0

[11.) Finally, take the groups,to be the group:

o of of
Zinf=- &n % —+ —+ £, V—, 1"
n TZZ, 5z 3%z " (1)
in which we agree to let:
E=0 if 1#X & =1, z,=1.

This groupy, will correspond to a group i, ..., X, that is defined by:

Y S

Zox 5o

| - (2")
n agg n agn n ai :
2% & tag Hiax OThmh

where the first of these equations defines a groupself, and the remaining — 1
equations define another group by themselves.

These two groups we sought and their two corredipgrgroupsis, are found to have
one andn® — 1 parameters, respectively. The equations efitiite transformations of
these two types of groups will be found in thedwling paragraph.

8 7. General case.

| propose to extend the considerations of the quhag paragraph to groups m
variables, as well, for which the groug, has a number of parameters that is less than
N(s)

We base any considerations upon finite groups.
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Let there be given a simply transitive group wariablesx, ..., X :
xll ERE] Xr ’
and let its reciprocal group b, ..., Y; .

Let A4, ..., A, be a simply transitive group that is isomorphic to theugrX in m
variablesa, ..., am . There then exists an-€ m)-fold subgroup in the grouy, ..., Y::

Yoo Yoo
and a system of independent variabteag$x), ..., an(x) of this group such that the
transformations:
U of & of
X(@,)—=)>w,(a,)—, x=1,..r
Z{ T oa, ;k” “oa,

are precisely the proposéd, ..., A .
If the groupAy, ..., Aris (r —1)-fold and ifAy, ..., Ar are independent transformations

then there exists arfold subgroup of the group of, ..., Y__that is invariant in the

groupYi, ..., Y. One may determine a system of independent invariarttésdffold
subgroup:
&1, ..., Pr
such that:
rZ_I:X(¢)izukf k=1, ..r—|I
= og, ’ o

are transformations in the, ..., ¢4 that are independent of each other; the gridup
..., Uy is then simply transitive. We would like to derstmate that this is
holomorphically isomorphic to the grody, ..., A..

Meanwhile, if there exist relations:

WSEDXWY

(Ui, UX) = i(:IXSUS’
s=1

then the group\y, ..., A, as well as the groug,, ..., U,, is isomorphic to the groux,
..., Xr. Itis then enough to prove that tha.,, ..., A are expressed as functions of the
Ay, ..., A inthe following way:

Ar'“’/f: rzd,uaAf ) (1)
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and there are relations betweenthe..., U, of the form:
r-
Ur'|+/1 :zd,uaua : (1)
o=1

For this purpose, it is enough to observe thatgthe.., ¢4 are functions of then, ...,
a.. The relations (1) resolve into the followingd:

Xer o) = Y d, X (@), x=1,..m pg=1,..,l,
U

from which, one deduces that:

0 0
Z ¢# Xf"*ll(ax) = Zd,uaz ¢# XU(O’X),

~ 00, oa,

Xeae $0) =Y., X, (8,), v=1, ...r —|, u=1, ...l
Q.E.D.

We then write down the equations:
Ucf+Af=0, k=1, ..,r—|I,
which form a completer & I)-fold system in the — | + m variables:

al! ey ama ¢l! ey ¢r—| .
Let:

YA, ..\ Pras O, .., ), v=1,...m @3)

be the principal solutions of this complete systeith respect to the system of valugs
=@, ..., 9, so:
wl/(¢101 e ¢r0—| , 1, ..., 0m) =y .

In (3), replace theps, ..., ¢4 with their expressions in thq, ..., X . They become
independent functions of the, ..., X, o, ..., am that are solutions of the complete
system:

Xef+AF=0, k=1, ....r.

If one thus desires to determine the principaltsohs of this system for the values

=X, ..., % =X then it is enough to first calculate the valueshef@;, ..., g4 for x; =

X', ..., % =X’ and after givingg’, ..., ¢°, their values thus found, determine the

r-l

principal solutions of the systeldx + A« = 0 with respect to:
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$r1=@°, .o, 1=, .

Assuming this, suppose that one has the equations of wefinit the infinitesimal
transformations of a group i, ..., X, and one then recognizes that the corresponding

group A, , f in mvariablesa, ..., am is {N — I}-fold. The group A, , f then
corresponds to amN(— m)-fold subgroup oB that contains ahfold invariant subgroup;
this latter group is denoted bpy

Let C f by N — | independent transformations from the One sees that they

iV,

then determine a system of independent invarignts.., gn4 of the groupy such that
theN - | transformationsC, f [this symbol denotes the transformation that is formed

iV,

from theA in the same way that tr(éyl_uvn f are formed from theA] form an (N —I)-fold

simply transitive group in the variablés, ..., gn4 .
One also sees that the group of @és isomorphic to the group of tH&f . In order

to exhibit the isomorphism of the two groups, it is enotgglefine the correspondence
between their transformations with the same indices.

In 8 4, in order to find the equations of the finite tfanwations of the group in
guestion, one considered the complete system:

'K},Vl ,,,,, Va f+ A,Vl,..J/n f= 0’

and determined the principal solutions with respect tertain system of values for the
Yiv...n. - NOW, one takes this other path:

One calculates the valugs, ..., ¢5_, of thed, ..., gno for:
Yir = &r, Yiuw =0, ...
One then determines the principal solutions of the det@ystem:

C f+C f=0

(2PN (27N

with respect to the system of valugs= ¢°. If ®, (@1, ..., dna, @4, ..., aw) are these
solutions then one solves the:

a;l :q)/l(¢ll I¢N_|lall '--lam)l /'l: 11 lm
with respect to ther, ..., an. One then obtains:

a,=t,(ay, ..., a., ¢, ..., Pn4), =1 ....m, (4)
So the equations:

@ () =Fd @Y, +es TR, B2 Vi s o ds oees Oy Vi s )
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M=1, ....m (5)

define, for a certain system of functio@msthe group that we started out with, and for any
other system of functionswill be a group.
Applying the theorem 7 of § 6, one sees that (4) areirihe €quations of the group

A,vl.“vn f.

Therefore:

Theorem 9.For any group in the variables x..., X, the equations of definition of the
finite transformations give the finite equations of the corresponding gegup

z, =tlz, ...; Zm, &, ..., aN4), M=1, ... m

when the z ..., zn are taken to be well-defined functions of the.y, yn, the z, are the

same functions of the;,x..., X, , and the @ ..., ay4 are a system of conveniently
determined invariants of an invariant I-fold subgroup in B.

This theorem does not prove that for any group the qmrnesng ), is transitive. |If
the groupy, is intransitive then the group in tixg ..., X, is certainly intransitive, as
well. One may then say that the preceding theoreralid for any transitive group in the
X1y vy Xn -

The considerations of 8§ 5 give us a hint that an analod@esem also subsists for
intransitive groups.

We would now like to prove:

Theorem 10.If;
z, =tlz, ..., Zm, &, ..., aN4), M=1, ...m (6)

are the finite equations of an arbitrary transitive group with the conipasj, then one
may determine functions:

a=ay..., Yiveov s o)
such that the equations:

@y () =fdai(y), ... @dy), ...adeos Yip o )s )y =1, m (7)

determine a group in the,x..., X, for any system of functiows, ..., .

Let:

be independent infinitesimal transformations of the gré@ypand let:

Cif, ...,Cnaf
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be independent transformations of the first parameteaupg(6). If one makes thé€f
correspond to &f with the same index then the two groups will relate ©hesther in
an isomorphic manner. If one makes:

isomorphic way, and if one makes:

correspond toA, , then the two group€ and A will relate to each other in an

N-I

ri,l/1 ,,,,, vnf :zdi,vl,.u,vn,acaf

o=1

correspond toA, , then the two group& and A will relate to each other in an

isomorphic way.
Suppose that we let:

¢ N-I ( )af
ri|/ v, = aixv eV O )
- Ele) AR TR T 9a,

There is then one and only one system of functions:

A=Ay Vg wr ) x=1, .. ,N—| (8)
such that:
A,ul ,,,,, vn(ax): ai),(vl ,,,,, un(a1”"1a\1—|)a
and for:
Wv = &, Y =0, ...,

they assume the valuas= a’, ...,an4 = a5, ().

The functions (8) thus determined also have tHeviing property: If one determines
the principal solutions of:

Co+C,=0
with respect taa; = a’, ..., an4 = a,_,, and makes the substitution (8) in the functions
thus found then one has the principal solutions of:

A,vl ,,,,, Vi f + A‘l,vl,.“yn f = 0

() Ifthe group(flf Y e CN_‘ f relates to itself in an isomorphic manner, withouiding a change of
variables that makes one pass from one form to andttesr if one applies the preceding rationale to any
form one with obtairtwo systems of functiona(..., y,, , . ...). See examples 2 and 3 at the end of the
paragraph.
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with respect to/iv = &, Vi = 0, ...
For the system of values = &, ..., an4 = ay_,, take the one that makes the group

(6) correspond to the identity transformation. Réwglthe way in which we obtained
(6) (Theorem 7 of § 6), one sees that equations (7) thamedtdetermine the principal

solutions®,(a1, ..., Om, ..., Yiy, s ) OF A, ) f +A’VL_“V”f = 0 with respect tg;, =
& ..., SO one takesr, = ®, (a1, ...) and solves these equations with respectnfo
s

au=flay, . Oy s Yoy s )
and finally take thex;, ..., a,, to be arbitrary functions of theand take then, ..., am

to be the same functions of tkerespectively. However, this path is precisely thefone
obtaining the equations of the finite transformationshefgroup that corresponds to the

Therefore, (7) are the equations of the finite tramsétions for the group i, ..., X,
that corresponds to the group (6). Q. E. D.

The problem of determining the functiomeg(...,y;, , , ...) depends upon the

integration of a complete system. It is possiblehtmnsthat this problem reduces to the
problem of determining the finite equations of the grdup , f by quadrature;

however, the proof of this is perhaps a bit too long.

Example. Suppose that= 1. The compositiom, is then that of the general linear,
homogeneous group.

As is well-known, there are only two invariant subgromgais group. The numbér
may thenzassume only two values (other than the vaJuehigh are precisely the values
[=1,l=n"-1.

If, for any value ol, one takes theninimumpossible value fom then one finds, in
all, three categories of groups ¥, ..., X, . These three categories were found by
ENGEL in his paper that we already cited (Math. Ann., 28).in precisely this manner.

| recall the equations of definition of the infinitesil transformationsalong with
those of the finite transformationst is enough to imagine the form of the latter in order
to illustrate theorem 9.

First category:
The groups of this category are the first ones thateogeunters in the space xf

They are defined by theniqueequation:

O'(X)ig—ii+ifi Z—Z =0, (D

so the finite equations are defined by:
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a(y) Q = a(x), settingQ = > £ vi1, ..., Ynn, (2)

so the group (] is therefore generated by the transformations thatelean n-fold
integral invariant.

The equations (2 when written in the fornza = Z, show that the corresponding
group J is anco® group of the one-dimensional variety.

Second category:

n-1
It is composed of the groups that leave an equationeofaitm g—f+ aig—f— 0
Xn i=1 X

invariant, so they are defined by:

& & 04 (ag i 5} n .

—+) a,——Q, a,é, =0, i=1,..n-1, (1)

0x, Zt 0X, 0x, Zt O zt
which are equations that may be represented symbolioadlysimpler way. It is enough
to putAf = §_f+z 25 . (1") then say that one must have:

(A, X)=AAT,

in which theA(x) is an undetermined function of tkg ..., X, .
The equations of the finite transformations are:

n-1
Z i (y)Quz + Qn,u

a
au(x) === ,  settingQi, =- S—Q M“=1, ....n=1, (2)
Zai (y)Qm +an yi,u
i=1
so the corresponding groyg is presented in the form:
of = of
=—, =, a —,
A aa, A = ' da, _
of PR Lx=1,..,n=1
=a,—, =) a—,
A =a, aa, A ,Z:;‘ 'oa,

Third category.

This is composed of the groups that leave invaaacomplete system of the form:
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o a0 =1 .n-1

ox,  0x

The equations of the infinitesimal transformations are

aa_in-i_nz:{;ax aaix ai [ag nz_::La ang+2alvgf =0, I = 1..n-1 (1”)

The finite transformations satisfy relations:

S @y, + Y
aux) = = , u=1,..,n-1, (2")

n-

Za.(y)y.n + Y

i=1

so the corresponding groyg is presented in the form:

o of of
=04 a. —, i:—_,
of o g ILx=1,..,n-1
=-a,—, N a.—,
A 'da, Fin = = ’aa

§ 8. Some applications.

The search for the equations of definition for finde transformations of a transitive
group inxg, ..., X, comes down to these two problems:

Determine the finite equations of a finite trangt group from those of the
infinitesimal transformations.

Determine the functiors =au(..., ¥, , » --)-

Along with this second problem, one may recall thetermination of the finite
equations of a finite simply transitive group.

The search for the equations of the finite trams&dions of transitive groups may
therefore lead to that of the finite equations @hae group (with a given composition).

The problem of determiningll of the transitive groups in variables (finite or
infinite) reduces to the problem of determiningdlthe finite transitive groups with the
compositiony, for any value os.

The problem of determining the finite equationsatifthe transitive groups with a
given composition is soluble by performable operatj so the problem of determining
the equations of definition of the finite transf@atmons of all groups in variables whose
equations are of orderis also soluble by performable operations.

We would now like to point out an application béttheorem that was found in § 2.
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Assume that one has a grdupn X, ..., X, and the that infinitesimal transformations

let:
¢i(au, ..., am) = const., ... 4, (a1, ..., am) = const.

be an invariant division of the spaceaf ..., am.
Introduce the new variableg,, ..., @, , ¢, ..., ¥, ,in place of them, ..., am .In

the new variables, let:

_ mo_ mm
B f=SA, L @)Y A, L w) 2 1)

so the transformations:

mo_
Ao (=2 A, (002

09,

infinitesimal transformations of the grodipthen one sees that among thesequations
there arem, of them that contain just the symbot, ..., ¢, . These equations in

themselves define a groupnrvariables that hasy equations of definition.
One has the following theorem:

Theorem 11.In order for the m equations of definition for tinéinitesimal (or finite)
transformations of a groug to produce m < m of them that define a group in
themselves by eliminations and combinations ieessary and sufficient that the group
¥nin theay, ..., amthat corresponds td be imprimitive and admit an invariant division
of the space aofy, ..., an into ™ varieties of m — idimensions.

If the finite equations for a finite transitive group &mown then one may find its
invariant divisions without integrations. Therefore, giamgroupl” in Xi, ..., X, the
problem of determining all of the groups with a lower nundferquations of the same or
lower order, and which contain the grougs solved without integrations when one takes
into account the finite equations of the grgeythat is associated with

Rome, January 1897.



