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On the theory of continuous groups

By E. VESSIOT

Translated by D. H. Delphenich

This paper ) has the objective of facilitating the application the theory of
continuous groups to the integration of partial diffenéiquations by the systematic
exposition of the known results, which we have soughbtaplete at various points.

Although these results apply just as well to finitetowous groups, it is, above all,
the infinite groups that we have in mind, as well as theggdhat enter into that study
that are always defined by their defining equations. Excepsoime propositions on the
theory of finite continuous groups, we assume as knownsamye general propositions
that were contained in the memoir of S. Ligie Grundlagen fiur die Theorie der
unendlichen GrupperfLeipziger Berichte1891.)

It was Engel9) that originated the very fertile idea of giving a coomform to the
equations of definition of all the point groups that beltmthe same type — i.e., such that
one passes from one to the other by a simple changeiables.

Engel was occupied only with the equations of definitioh imfinitesimal
transformations. Medolaghi®)( gave the corresponding form for the equations of
definition of finite transformations. We have repriskd results of these two authors by
a new and simple method, by developing the auxiliary probldrat the effective
separation of the various types of groups depends upon. Weshawn how the theory
of similarity of infinite groups follows from that thepby the study of the types of point
groups.

We then extend the method to the study of the typealmjroups of a given group; to
our knowledge, this subject has not been treated. Ircplarti we have sharpened the
nature of the various operations that are necessathdodetermination of the invariant
subgroups, which is important in the theories of integnathat are founded upon the
consideration of groups.

() This paper constitutes part of a memoir that waarded a prize by the Academy of Sciences. The
two essential parts of the same memoir will publisbequentially: the on&(r la Théorie de Galois et ses
généralisation} in this issue, and the other or&uf I'intégration des systemes différentiels qui admettant
des groupes de transformatignim theActa Mathematica.

() Ueber die Definitionsgleichungen der continuierlichen Transformagiompen(Math. Annalent.
XXVII). — Kleinere Beitrage zur Gruppentheo(eeipziger Berichtet. 1X, 1894).

() Sulla teori dei gruppi infinite continui(Annali de Matematica,1897). Contributo alla
determinazione dei gruppi contingitc. Rendicont della R. Accademia dei LinckE399).
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We conclude by giving a definition of the isomorphism mfnite groups, which
allows the applications of that fundamental notiothetheories of integratior)(
|. — Two modes of prolonging point groups.

1. First, consider the infinitesimal transformation:
s oF
(1) XF=3 &% %)=,
i=1 6X,

and prolong it by introducing the derivatives withspect to theg of n new non-
transformed variableg, ..., y» that we consider to be functions of the
If we set, to abbreviate:

aal+-.-+an f
X% -+ 9K

then, according to the well-known procedure, we stdh the identity:

— f (ay---ay) , f = f (0,.“,0)’

Ay i) =3 e AR gy = 0,
i=1

We apply the operatioX to it, which gives:

dx%(ﬂly...'ﬂn) _z X)ﬁﬂl,-.-,ﬂﬁl;nﬂn) d)l(_z fu"ﬂ*‘lw'ﬂn ) @ - 0’
i1

i=1

and we infer from this that:

g d pny &g OE
X ylgﬂp Brlib) = 2 M((ﬂlv B+l ﬂn)_z yéﬂlv Bi+L-f ) 250

dx 0%
The right-hand side may be written:
. oy Oyl ATt )
X B BrLfy) K + Aobrtem) I
x( " Zf 0% j Z” 0x

and upon setting:

() These pages were being written when Cartan publisBethigtes rendysl7 November 1902) a
definition of the isomorphism that agrees with our own.
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a,

(
@ e = 38 Mo —

one obtains the recurrence formula:

0X;

d
s B By) )i Bl B ) — cuBALE) B+,
xylgﬂl B+l B,) Xyéﬂ B+ ﬂ)_d [Xyliﬂl B+15,) Xyéﬂl ﬂ+ﬂ)].

One then painlessly obtains the definitive formula:

gy dyATTA(xy)
y BB — S BiriB) _ h
(2) XYI(< - ‘ka B . d)ﬁ”
where the characteristicdenotes the total derivation:
dF(X1”)§1 |...’>£01,-..,an),...) :a_F+ oF ayl((”a
dx OX o, OY 0

The right-hand side of this formula is linear amaimogeneous with respect to the
derivatives ofx taken up to the order of derivatisg® %) considered, as well as with
respect to the derivatives of just the functygriaken up to the same order, because the

dlsappear after reductions.

The prolonged transformation (1) will then be lod form:

n (ay,-
©) XF=Y AT Y 2 Alm ,

Topsys AL
where theA, , F are certain infinitesimal transformations that actthe derivatives
of the yi, and which are linear and homogeneous. From farn(®), A, , Fis,
moreover, what the infinitesimal transformatiogf ... x™" Z—F becomes when, after
having been prolonged, one sets:

Xg= ... =% =0.
Formulas (2), (3 then give:

ot oy,

Bit+B, 1.,y Ik

S L)
d)(lﬂl"')f"

(4) Alal,w,% yliﬂly-‘-ﬁn): -
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If we then set, as is customary:

co = PLPD-(p-a+d)
12---q

then we will have the entirely explicit formulas:

(5) A YAB) = — Ca L C gy e G
e 7K 58, ox = 4
and:
ayehe)  oF
(6) Amw-,a F = - C”l_“cﬂn k ’
e (/ﬁ;ﬂn) & g ox Qyhrh)

where the summation must be taken over all systdmalues of thes, ..., £, for which
one hag3 = a; for everyj.

2. Now suppose that one limits the prolongationh derivatives of arbitrary order
m. One must then introduce the conditions:

O<f+..+5<m, O<a+..+tan<m

into the formulas (5), (6).
The correspondingA, , F constitute a system oM linear homogeneous

transformations between thé variables:

yl((ﬂl’m'ﬂ"), O<ﬁl+ ...+,31Sm, M = n[(n‘f‘l)...(n'f' m)_l}
These transformations, which we denote/ﬁgg{?,_%, form a simply transitive group

that we call4,, .
Indeed, one has:

a ] oF N oF
(xl X x X aJ
e oF ey oF
= / al+yl,,, |+% l,,, n+yn _a 1+y]_.“ )gl yJ cee n+yn ;
24 X X' ox X J X ox

from this, one deduces, by prolonging up to ordemd then annulling all of the , that:

(m) (m) (m) - (m)
(7) |01 F A |y]_ F) - yA |a1+y1 ity 1;- At aJ Al\ p1+y1 a] +y] L Gt F
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where one must replace every express@ﬁﬁ_‘ﬂn for which the sunoi + ... + g, exceeds

m with zero.

These formulas (7) show precisely that one is dealing & group, and give its
structure. In order to see that it is transitive, ffiseis to remark that an invariant of this
group will be a differential invariant of the generalrmgairoup. Everything comes down

to proving that such an invaria@(---, y**#...) cannot exist, and, in fact, upon letting

a{X1, ..., X,) denote the value that it will take fararbitrary particular functiong , one
sees that the partial differential equation:

Q-+, YA ) = Xy, ..., Xn),

which admits all of the point transformationsxin ..., X, will admit any arbitrary system
of functions as a solution, which is impossible.

3. One easily obtains the finite equations of the grap. Indeed, ifXF is an

arbitrary infinitesimal point transformation then omaly needs to start with an arbitrary
finite point transformation:

(8) X = @i(Xa, ..., %) (i=1,2,..n),

and perform the same operations on it. To that effect, we consider, at the same time
as (8), the inverse transformation:

©) =00 %) (=12 .0

If we then set, to abbreviate:

aa1+-.-+a

yk o '(al'"an)

'”1 a)<1 k

then it suffices to apply the rules of differentallculus to obtain the formulas that give
the y; %) as functions of thg// ™, and they present themselves in the form:
(10) YA =hy (e YR e @) Ly (k= 1,2, L),

These are the finite equations fal,, if one supposes that one limits oneself to the

derivatives that are taken up to orderand considers the derivatives®fto be arbitrary
constants (the parameters of the group). One seesthisagroup transforms the
derivatives of each functiogx amongst themselves: It is therefore isomorphic to a
homogeneous linear groupMh/ n variables:

(11) Y@ =h s o G Y e @) Ly (0 < Bt L+ Frs ),
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Finally, one may modify formulas (10) by a change o&p@aters. Indeed, by the use
of the rules of differential calculus, the equivalemd formulas (8) and (9) leads to:

q>(al ) —w ( ..,¢.((gf"16n),...)

(12) o iay - @, ] (l = 1’ 2’ ,n),
¢(1 )_ Ilal a("’cbj(dh vdn)’...)

by means of which one will give formulas (10) the newrfo

(13) VAT Za (o YT e e g ) (k=1,2, ).

and formulas (11) get the corresponding form:

(14) y’(ﬂl ﬂn) —a.(ﬂl ﬂn)( y(yl“yn)’... |... ’¢J(61*'“'5n) ’...).

One may again remark that one will have formulas ttlefine the inverse
transformations by the simple exchangebadndg; i.e.:

(15) YA Zap (o WD e @R,
and:
(16) YA =g o (o YOI e e g ),

4. We now consider the transformation:

n oF
(17) YE= Y (Yo s Vo) =
k=1 ayk
and we prolong it by addingn untransformed variableg;, ..., X, to they,, and

considering they to be functions of these new variables. Here, ie¢hod that was
employed in no. 1 gives immediately:

Y%(ﬂlv"'vﬂwlv'“vﬂn) _ M

dx
and one then deduces that:
(18) Yyfhr ) = d? ", ,
B .. d)ﬁn

d always denoting a total derivation. If one thetss

aa1+-<-+a

(al’.“'an) : n,7k

k oy;* -0y
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then one obtains the desired prolongation in the form:

(@,

(19) YF= Zn. Z DB, .F.

i oy

where theB,, , are infinitesimal transformations whose coefficiedts not depend

upon the choice ofx .
One further sees in this formula tHgy}, , F is what the infinitesimal transformation

oF .
Ly ™ becomes when one makgs= ... =y, = 0 after one has prolonged it.
One easily deduces from this that if, as in the pregedine limits the prolongation
to orderm then these infinitesimal transformations becdvhéransformationsB(™ F

Iay---a,
that define a group, that is isomorphic to the grouf,, and also simply transitive, like

the latter group. The theorems of Lie prove that #vey in turn, similar.
One verifies this by remarking that if, in the tramsfation:

n (ay-a,
ym S gm
F Z ,7| a)/l I IalZ I I |H1

one performs the change of variables on the derivativgs o
(20) yi(alu.an) :mi|a1,~-,an ( . X].(dl’”"d”) o ) ,

which gives ¢ee no. 3) the expression for these derivatives as functminshe
derivatives:
axdl-f--f-(yn

Oy -+ 0y

of thexy, ..., X,, when considered as the system of functiong,of., y, that comes about

by inverting the system of functiong, ..., y, of X3, ..., X, that has been under
consideration up to now, one will obtain precisely whigtbecomes when one prolongs
it by considering the@ untransformed variables, ..., X, to be functions oY, ..., yn; i.e.:

(”1 “ay)

Z A

ayl iay--

Y F = qu

if we let:

(m)

jay-ar,

denote the transformationd™ . where one puts the lettess® * in place of the

lay---an ?

letters y* %), One concludes from this that the change of variaB@sdhanges each
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Bi . intothe AT _ with the same indices (up to notation), which proves ¢salts
that were stated above.

5. We further seek the finite transformations®f . This time, we start with a
transformation:

(21) Ve = Y1 -+ Yn) k=1,2,..n),

or the inverse transformation:

(22) Y= W (Voees V) k=1,2,..n),

and we differentiate with respectxq ..., X,. The calculation is the same as the one in
no. 3, up to notations: Here, tige play the role of thgy in the calculations of no. 3, the

Yk play the role of theb,, and thex play the role of thex . One will thus obtain, upon
setting:

aa1+-.-+an—
k= ylaa)
OX . 9X™ k
the new group of formulas:
ylsﬂp"'vﬂn) = bﬂl,-wﬂn (-, lgylf“vyk),... | , ial'“'””) -,
ylgﬂwﬁn) = bﬂlw-ﬁn (...,wf(nv-‘-'yk),... |- ,y(awnn) o),
(23) yBiB) = 04 M) a - ay)
Ve _aﬂb“_ﬁn(...,wk ,...l...’ / ,...)’
yéﬂl*'“'ﬂ”) = aﬂl,-u,ﬂn (. e lgylf”vyk),. . |. o Vi(al""'an) , -)

One then passes from the finite equationsAgrto those of3,, by exchanging the

roles of the variables and the parameters. This leagl$oothink that, from a theorem of
Lie (%), these two groups are both reciprocal simply transitix@ups, each of which
serves to parameterize the other one.

Indeed, one has identically:

(XF, YF) =0,

oF oF
a . n_,yﬁl...%fn_j:o_
[xl xﬁ’a& 1 oy,

and, in particular:

Prolonging up to orden, while considering thg, ..., y» to be functions of the,, ..., X,,
and annulling they, ..., X%, ; Y1, ..., Yn in the result, one obtains:

(AP . F.BD . F) =0,

() From an idea that seems to be due to Erggl(IE and ENGEL,Th. der Transf. gr.Bd. 1, pp.
428).
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which proves precisely that the grougs andB,, are two reciprocal simply transitive
groups, in the sense of Lie.

Il. — Diverse forms of the equations of definition of a group

6. Let (G) be a point group on the spacenadimensions. One knows that it may be
defined by either the equations of definition of its finft@nsformations, which we denote

by (£) or by the equations of definition of its infinitesimaansformations, which we

denote by[). These systems of equations are susceptible tougar@mnarkable forms,
which we shall recall.
We let:

(24) X =VYi(X1, ...\ Xn) i=1,2 ..n

denote an arbitrary finite transformation &) (and let:
. oF

(25) XF = za(xl,,)%)_
i=1 0X

denote any of these infinitesimal transformations.
According to Lie {), the equationsd) may be put into the form:

(26) Us(Y1, ooy Yoy ooy Y50 00) = (X, ooy Xo) (s=1,2,..p),

where theUs constitute a complete system of differential imaars of G) when one
considers thgy to be the transformed variables andxh® be untransformed, and where
the a are deduced from thds by replacing the functiong, ..., yn with xi, ..., X,
respectively, and their derivatives by the valles tesult.

For the applications of the theory of groupss itmmportant to show that the reduction

of equations §), which are assumed to be given in an arbitrargnfao the form (26),
involves only rational calculations.
For the sake of conciseness, we assume that Yee giquationsé) are algebraic,

rational, and entire with respect to the derivativg® ). One then deduces, by a

sequence of eliminations, the differential relasidhat link a system aof functionsx, ...,
X, of n independent variablds, ..., t, to the functionsx , ..., X, of the same variables

that result from them by an arbitrary transformati®24) of the group, while the
independent variablds ...,t, are not transformed. Let:

(27)  fo(Xay ooey Xy oo, XTI X, X, L, X @ Y=0, 6=1,2,...,0)

() Leipziger Berichte1891, pp. 391.
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be these relations. Upon specifying that they also liekfuhctionsx, ..., X, to a new
system of functions’, ..., X/, it then results from another transformation of theugr
that one obtains:

(28) (X', o X, X)X L K@)y =0, 6=1, 2, ...,0).

One will then specify that the systems (27) and (28) in:
Xy ey Xy ey X )
must be equivalent.
If the group @) is transitive thenx, ...,x, will play only the role of parameters in

this calculation, and one will rationally obtain tedas of the form:
Us(X, +vey Xy ooy X700 UK, L X, L X)) (5=1, 2, ...,0),

where the functiondJs will be the required functions. Ik, ...,x, figure in these

functionsUs then this will be true by virtue of arbitrary constamstsd one successively
gives them various systems of values, until one no lohgsrany further equations that
are independent of the equations that were alreadyewdtbwn.

If the group () is intransitive thenx , ...,x, intervene effectively in the

identification of the systems (27) and (28), upon leaving aidegreatest possible
number of equations (27) that imply no relation betwéenx, ...,x, in which any of

their derivatives figure, and upon comparing the correspgrefjuations (28), one will
again rationally obtaidifferential invariants properly speaking. As for the invariants of

order zero, one will seek them directly by means ofgiven equations&): One will
eliminate all of the derivatives, which will give a cemtaumber of relations of the form:

Ok(Y1, 0 Yy X1, .y Xn) =0 k=12, ..,
and it is upon identifying the system:

O Yis -oer Yoi Xty ooy Xn) =0 k=1,2,..5),
with respect to the, ..., X, that one will find the relations:

U1, -oor ¥0) =U( YL, oon YR) k=1,2,..n),

whose left-hand sides will be the desired invariants.
One may thus say nothing precise about the nature -nabbo algebraic — of this

part of the calculation if one does not assume thagitten equationss]) are also rational

with respect to they, ..., X,, or, at the very least, that the combinatigns O are rational
with respect toq, ..., X .
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7. Therefore, suppose that the equatiaf)safe known in the form (26), which we

call theLie form. According to Lie, théJs constitute a system of independent integrals of
a certain complete system, where one may assumdhiaquations are obtained by
equating to zero a certain number of infinitesimal tramsétions:

n oF
Yk = ;”ki(yl’”" yn)a_y

of the group G), when prolonged up to orden of the system (26), conforming to
formula (19). This complete system thus admitstthasformations of the grougn, .
One will have, in turn, some identities of the form

(29) Aﬁz),-u,anus = Ai|a1,-<-,an;s(u (L U p) )
and the infinitesimal transformations:

g oF

(30) A|”1v“'r”n F= ZAin'”ﬂnb(ul’. T up)_
s=1 aUS

define a grougL that is isomorphic to the grouf, .

If one takes into account the finite equationghaf group.An, then one sees that by
means of formulas (8) and (13), one has identiagalgtions of the form:

(1) Us(Y1, cor Yy wvwy YA
=Ls[oooUn(Yr, oo Yo ooy YA, 000 ] 621, 2, ...p),

in such a way that the groudphas the finite equations:
(32) U, =Ls(Uy, ooy Up | 2% ,0) (=11, 2, ...),

where theg!> %) are parameters.
One may further say that the infinitesimal transfation:

" (@)
(33) =p=YeF sy S A

ilay - ay
i=1 )ﬂ iy ;- @ a'l!,"',a'n! t

where the are arbitrary functions od, ..., X, , is the infinitesimal transformation of an
infinite group whose finite equations are:
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(38) {x’=¢i(xl,---,>s) (i=1,2;-,n),

ul =L (u, -, u |...,¢(j5u“-~5n),...) (s=1,2;--,p)

Several times, we have needed to solve equation (32)r@spect tai, ..., Up; this
obviously gives:

(35) Us = Ls(uy, ..., U] ..., @A) ) (s=1,2, ...p),

and, upon introducing th¢ by means of formulas (12), one will obtain equationthef
form:

(36) Us=Ls(Uy, .o Up] .., @3 0) (5=1,2,...p).

We finally remark that the transformations of the grodip[i.e., the general point

transformations that were performedan ..., X, in the invariantdJs of (G), since the
variablesx, ..., X, do not explicitly enter into theg] leave invariant any invariant o6}

of order zero if it is intransitive, and transform @flithe differential invariants that are of
order less than or equal to an arbitrary order (less tha equal tom) amongst
themselves.

8. The preceding results lead to a nBwm for the equationgf) that is due to
Medolaghi(*). Lie has shown that in order for a transformation

(37) X = @i(X1, ..., Xn) i=1,2..n

to belong to @), it is necessary and sufficient that it leave invarihe system&), and
consequently that the equations:

(38) Us(Y1, coor Yy ooy YA ) =@a(X, ..., X)) (5=1,2,...,p)

are consequences of equations (26) and (27). Now, fromt{&lgquations (38) are
written:

Ls[....Un(Ya, -y Yoy oory YR ...),...|...,¢}"1*""""),...] = (@1, ..., Pn)
(s=1,2,..p),

and as a result, the stated condition reduces to:

Ls[ad (X1, oo %)y ooy @ (X, ey X) | YO0 ] = @ (yn, -, Vi)
(s=1,2,..p).

() Annali di Matematica1897, pp. 179-218.
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Upon substituting the lettessfor the lettersp, we thus have the form of the stated
equations{):

(39)  Ls[ad (X, oo Xo)y coey @K1, ooy X)) | oo VIO ] = @Y, o W),
(s=1,2,..p),

which, from (36), may also be written:

(40) L[ (Yr, - Yn) wos @Y1 ooy Y) | oo Y ] = @ (X, oy X)
(s=1,2,..p).

If one likewise seeks the condition for the infinibeal transformation (25) to leave
invariant the system (26) then one obtains the equationdebiiition (E) of the
infinitesimal transformations o). Now, due to the formulas (3) and (29), one finds for
that condition:

(@) n
41y > 5—/‘”%,-.-,%'5[601 x1,~--,xq)w-,w,,(xiw-,&)]—Zfiaws =

ilay o allanl a)ﬂ

(s=1, 2, ...p).
This remarkable form of equatio(f) is due to Enge(’).
S. Lie made the important remarf) that one arrives at equations (41) [and, in turn,

equations (39) or (40)] by seeking those transformationseo§toup (33) [or (34)] that
leave invariant the system or, in geometric languagenntiplicity:

(42) Us— (X1, ..., %) =0 6=1,2,...p).

lll. — Groups that are similar to a given group.
9. We start with the groupd) that was considered in the preceding paragraph and
seek to deduce from its equation of definition those gro@jsthat one obtains by

transforming it by a point transformation.
In order to better pose the question, we denote amaagbiransformation ofG) by:

(©) Vi =0i (X, ..., X)) =O X i=12 ..n
and the transformation by which we shall transfo@j§y:

(M X =fi (X, ..oy Xn) = T (i=1,2 ..n).

() Math. AnnalenBd. XXVII. Ueber die Definitionsgleichungestc., § 3.
@A) Ibid.
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Furthermore, set:
Vo =filys, oY) =T (i=1,2 ..n);

by definition, the transfor®' of © will be represented by the equations:

_ fi(yn oY) =G fL (X ooy X0)s oo T (X, oy X)) (=12, ..n),
l.e..

Ty=0Tx (i=1,2 ..n),
or:

yi=TOT X (=12 ..n).

We then write, symbolically:
@ =T'eT, (G)=TYO)T.

Having said this, we have to replace tlje and thex with their values in the
equations of definitiond), written with these variables; i.e., in the equations:

Us(yl,...,yn’,,, ’7‘((/&,..‘,[1”) ,) = a)s(xl,...,x;j) (S: 1, 2, _._,p).

First, replace thex with their expressionsX ; this is accomplished by means of
formulas (31) and gives:

LS[...,Uh(yl,...,yn,...,yf(ﬂv--w/”n),...),... o, fj@lv--w“n) i 1= (fy ., ),

which one may write, by virtue of formulas (36):

UV Voo V2 ) = Lo an (o, o o), 1090
We set:
43) @ (%, %) =L @lfL (9, oo (]l £O (%), L0
(s=1, 2, ...p).

On the other hand, upon replacing tfje with their expressiongy; , one obtains
identities of the form:

(44) U (Yo Yopree s WA ) = Us[fa(y), - (), oony £ (), L0

With these notations, the equations of definition@&j (ill be:

(45) Js(yl,...,yn,..., kﬂp--wﬂn),...) =@, (X, X)) (s=1,2,..p).
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Therefore, it suffices to make the change of s on they only in the left-hand
sides of the equalities (26), and to replace the righttisades with the functions (43).

10. However, one may arrive at a result that is ewepler. Indeed, from identities
(44), i.e.:

Js(yl,...,yn,..., kﬂl,.“,ﬂn),...) = Us()_/l,"',Vnr",Wﬂ“”ﬂ”)r“),

one concludes that if one performs an arbitrary tramsftion on the, ..., X, in theU _:
X =@ (X, ...\ Xn) i=1,2,..n

then theU  transform according to the group i.e., that one will have:

Uy (Yoo Yo s W0 o) = Lo, U (Yayees Yooy WA ) oo gBirB) ]
(s=1,2,..p),

and consequentlthe equations of definition ¢6G') are deduced from the equations of
definition (39), (40),or (41) of (G) by replacing the functiongx everywhere with the
given functionsi, using formulag43).

It is this fact that makes the canonical form of Bregel Medolaghi so interesting.

It is, moreover, clear that, conversely, the equatihat are deduced from equations
(39), (40), or (41) by the indicated rule always define a grbaipi¢ similar to G).

One may interpret this result by saying that every groap ighsimilar to G) is
obtained by seeking those transformations of the grd8pthat leave invariant one of
the multiplicities:

Us — @, (X, -, %) =0 6=1,2,....p)
that is homologous to the multiplicity (42) with respecthe group:

X =fi(X1, ..oy Xn) i=12,..,n),
U =Ls(Uy, ooy Up | ooy £ ) =1,2, ...p).

IV. — On the determination of point groups.

11. One must give credit to Engé) for the original idea of a general method for
determining the types of point groups in the space dimensions by their equations of
definition. Engel was occupied only with the equationglefinition of infinitesimal
transformations. Medolaghf)(has also considered the equations of definition ofefini

() Loc. cit., Math. AnnalerBd. XXV.
() Loc. cit., Annali di Matematical897.
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transformations, and has completed the method at vgpoinss. We shall exhibit how
we can complete the results of the preceding paragrapfirdbystarting with two
reciprocal propositions.

For the first one, suppose that one knovasfferential functions of the form:

Vs(Yiy voes Yoy ooy YA 110) s=1,2,...0
that satisfy identities of the form:
Ad..aVe = gy, asMVp--Vg)  (8=1,2,...0) (i=1,2 ..n)
for all systems of values @#, ..., a, such that one has:

O<a+..+an<m,

m being the maximum order of thé . This amounts to saying that under the
transformation (8), one obtains identities:

(46)  Ve(Yi, o) Yy ooy YA )

=Ms[..., Vs(Y1, vos Yo ooey Y2000, ...¢f"1*“"“") ...]
(s=1,2,..09.

Now consider the differential system:
(47) Vs (Y, ooy Yy ooy YR ) = 4a(Xa, ooy Xn) (s=1,2,...0),

where the right-hand sides are derived from the left-lséahes by the substitutionsg =
X1,..., Yo = Xn . This system is not necessarily found to be in aptet@ly integrable
form, however, this is not impossible, since it admiits solutiony; = Xi,..., ¥n = Xa .
Moreover, by differentiations, one deduces a completedgrable system of differential
equations from this whose left-hand sides enjoy some prepeelative to the grougn

that are similar to the ones that assumed foMth@s one sees upon differentiating the
identities (46). However, it will suffice for us totag equations (47), which suffice to
define all of their solutions. We shall show thahis system has more than one solution
then the set of its solutions constitutes a group vamenconsiders the equations:

(48) Vi = X (X1, ..., Xn) (i=1,2 ..n),

which define any of these solutions as the equations oina pansformation. We must
remark that we suppose implicitly that the equations (4 satisfied by the independent
systems of functions (48), which is effectively trudeatst for the solutiog; = X, ..., ¥n

= X,, and we reserve the namesaution for the systems of functions (48) that satisfy
the differential system considered, which replaced ¢hisdition. The other ones are
improper solutions, because they satisfy the equation:
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D(Yy---1 Y,) _0
D(X.--, %,)

which is not a consequence of equations (47).
We now express the idea that the system (47) adneitsalution (48). We may do
this by first performing the change of variables:

(49) X =X (X, ...y Xn) i=12 ..n

in the system and specifying that the transformed systast admit the solutiop = X,

AR
Now, by virtue of the identities (46), the transformgstem will take the form:

Vs(YL e Yny e ylﬁﬂlywﬂn)’ ) :Z_s()(i’1)<1) (S: 1! 21 ---,Q),

and the desired condition then amounts to:

To(X %) = (X, %) (=12, ..0).

The condition is then that for the transformat{df) the system (47) must take the
form:

Vs(YL e Yny e ylﬁﬂlywﬂn)’ ) :Zs()q""1)<1) (S: 1! 21 ---,Q),

i.e., that it must admit the transformation (49)thén results that the set of solutions (48)
correspond to the set of transformations (49) that |davesystem (47) invariant: It then
defines precisely the set of finite transformationa pbint group.

12. Suppose, in the second place, that one has a grdbpt is isomorphic to the
group An . One may suppose that its infinitesimal transformatiovhen referred

isomorphically to those aofl,,, are the transformations (30), and that its finite agoa
have been presented in the form (32), while the correlgmme of this group with the
group (13) is defined by the equality of the values of thenpetersg -,

If one then considers the systems (39) [or (40)] and (igreone will suppose that
the « are chosen in such a manner th{&8) admits other solutions than the identity
solution ¥ =X, ..., Yn = X, then their transformations either finite or infinitesimat
define the same group. One may show this for equationsM3®) one appeals to the
theorem of the preceding number.

It is, moreover, simple to appeal to the remark efthiat was recalled at the end of
no. 8. Under the hypotheses made, there exists an infinitepgttwat is presented by
equations (34), and whose general infinitesimal transfiiomas given by the formula
(33).
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Furthermore, equations (39) or (41) define the subgroup ofgtbisp that leaves
invariant the multiplicity:

Us— & (Xg, ..., %) =0, 6=1,2,...p).

They thus indeed define a group.
One sees from this that the determination of the pgnoups inn variables
decomposes inttwo problemswhich we shall examine more closely:

1. Determine the equations of the various grodpsf the form (32).

2. Determine the functionsy that figure in the equations (39), (40), and (41), in
such a manner that they satisfy the condition thatstated above.

V. — Study of the transitive groups.

13. For the sake of neatness, we first limit ourseleabi¢ study of transitive groups.
What are the corresponding groufd

The response is simple: For a transitive gra@p éll of the invariantdJs and the
functions of these invariants are differential invats&a properly speaking; i.e., it
effectively contains any derivative of the. It then results that any of the functidis
may remain invariant under any transformation that isopewd on thex;, and

consequently, the corresponding gralifs transitive.

Conversely, if the groug that corresponds to a group)(is transitive then the same

is true for (5), because any function of thk — i.e., any differential invariant oG} — in
they, ..., y» and their derivatives may not be of order zero.

Thus, one limits oneself to transitive groups One must remark, moreover (which

will also be true for the intransitive grougS){, that for a given groupd) the groupl is
not defined entirely, since one may replaceWgevith p functions of theséJ,, that are
subject only to being independent. Therefore, the gbuapay be replaced with any of
the similar groups in, ..., Uy .

One thus limits oneself to theearch for a representative for each of the types of
transitive groups that are isomorphic iy, , and for this, one only needs to apply the

method that was given by Li&){One will look for the various types of subgroup<3af.

For each of them, one will calculate the invariahist are exchanged between them by
the transformations ofl,, , according to a groug that answers the question, and which
is immediately found to be presented in the form (32).

() Theorie der TransfBd. |, pp. 430et seq.
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One may further remark that sinck, and B, are similar, one may perform the
inverse — i.e., search for the subgroupsdef, calculate their invariants, and transform
them by the groufn,.

14. If one finds a grouff by the preceding process then all that remains to beislone

to write the corresponding equations (39) or (40), andei@rch for the integrability
conditions: They must give one or more systems ofiglatifferential equations that
determine the functionay . We shall see that one may operate in such a masner
obtain distinct differential systems for the variayses of groups@) — i.e., such that the
functions « that are provided by the various solutions to one ofetlsstems will
correspond to the various groups that are similar toaime groupG).

To that effect), consider at the same time as the system (40) — i.e.:

(50)  Ls[@(ys, .o ¥y coor @ (Y1, oY) | Y20, L] = @ (X, ..., Xa)
(s=1,2,..p),

the slightly more general system:

(51)  Ls[a@(ys, oY)y coor @ (Y1, oY) | Y20, L] = B, oy %)
(s=1,2,..p).

We first remark that no matter what the functiosmsare, if one performs the

transformation (37) on the, ..., X, in the left-hand side of equations (50) then one will
obtain the identities:

Ls(w, ..., ap | ...,yf‘ﬁ"""‘")) =Ls[..., Ln(a, ..., & | ...,y}‘i*“""")), o | ...,¢}"1"“"‘")]
(s=1,2,..p),

because, upon considering the to be independent variables, it results from this that

equations (34) are the equations of a group. Indeed, in tmrdenvince oneself of this,
it suffices to consider the two transformations t@trespond, by isomorphism, to:

X =¢i(Xe, ..., %), (=1,2,..n),
X =Y (X, %), (=1,2,..n),

and whose product corresponds to:
X' =Y (Bn8) =V 0 X), (=12, ..0).

Having said this, if one supposes that the system (51) aamsakition:

() The principle of that method is due to P. Medolagtr(diconti del R. dei Linggdp. 291, 1899.)
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(52) yi =fi (X1, ..., %), i=12 ..n

that is comprised of independent functions by perfornhegitansformation:
(53) X =fi(X1, ...y Xn), i=12,..n

then it will take the form:
Ls[ad (Y, - )y oos @OV oy V) | sV 3] = 6K, %), (621, 2, ....),

and since it must admit the solutign= X , the functionsé, are identical to thew .

Therefore, under the transformation (53), the system r&d)ces to the system (50),
which already proves that the general integrals ofweeslystems have the same degree
of generality.

Moreover, for each system of functions that make the equations (50) compatible,
the general values of the functiofissuch that the equations (51) admit a general integral
that has the same degree of generality are obtained,tfie preceding, by specifying
that they admit an arbitrary solution (52); i.e., theg furnished by the formulas:

A (X, .oy %) = Ls[ad (fr, ... f), ooy @y (Fe, . f0) | -y fj(dl"“"y")] (s=1,2,...p).

Comparing these formulas with formulas (43) of no. 9% @ees that they are
precisely the various systems of functions that onstrsubstitute for thex in equations
(50) in order to obtain the various groups that belong tesdnee type as the grou@)(
that is assumed to be defined by these equations (50).

The study of integrability conditions of the system (3dyst then permit us to
separate the various types of groupsthat have equations of the form (50).

15. We thus study these integrability conditions moresedip
We may assume that the groddrom which we start is the one that corresponds to

the equations of the desired group),(presented in completely integrable form, and
consequently, we limit ourselves to specifying that giystem (51) is one that is
completely integrable. The system of conditions thatus obtained, if it has a solution
that gives two systems of functions far, ..., oy and &, ..., & that correspond to two
similar groups, will have other ones that correspondrbitrary pairs of groups that are
similar to those two; i.e., it must be invariant unter infinite group that has the general
transformation:

Y = WY1 - Yn), (=12 ..n),
w :‘Cs(a'{""16dp | ’l//(jdb--wfyn)) (S: 1, 2, _._,p),
X = @i(Xe, ..., %), (=12 ..n),

8=L,G 6, #5) (5212, ..p)
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where they and theg, are arbitrary functions.

We shall conclude by first saying that the integrabilityaitions may not contain
relations of order zero between just tla¢y) and thed(x). Indeed, if they contain them
then the set of these relations will constitute aesysthat is invariant under the finite
group that is composed of the transformations:

W, =Ld, | ,¢,<jf%v~~5n) o)

(s=1,2,...p),
0,=Ly6,,-.6,| ,¢(,»5“ ) L)

where they/*~*) and theg{®~*) are considered to be arbitrary constants. Now, since

this group is transitive, any invariant system includes tl&ioas that are obtained by
specifying that its equations may not be solved with reqpeb of the parameters. In
turn, equations (50) of the grou@)( or the analogous equations of the similar group that
corresponds to the functios or even neither of them, may be solved with respept t

of the derivatives of thgx . For example, if this is true for equation (50) thee onay
deduce relations between just theand theyy ; i.e., the group may not be transitive, as
we assumed. The stated impossibility results from this.

Having established this point, how does one reduce thelatadcuof the condition
that express that the system (51) is completely integffabWe follow the lead of
Delassus ). We first take those equations in (51) that are of masi orderm and
independent with respect to the derivatives of that otetetheir number bp’. One may
solve them with respect @ derivatives of ordem andn’ unknown functions. Lety, be
the number of derivatives of orderof an arbitrary functiory, . By differentiating the
group of equations considered, it will be necessary tieateguations obtained may be
solved only with respect tp" derivatives of orderng + 1) of the same’ unknown
functions,p” being determined by the condition:

NVm1— P =NUn—p.

Since they may never be solved with respect totlessp” of these derivatives, and
they are linear with respect to the derivatives of ofdet+ 1), one will have to equate to
zero certain determinants whose elements obviously dagamn only thew(ys, ..., Yn),
and not their derivatives. These determinants musiddically zero, or else the group

L will have to be rejected; then, upon specifying that tkdeserminants must be annulled

as a consequence of equations (51), one will obtain netabetween they and theé;
alone which, as one has seen, will not exist.

If this preliminary condition is assumed to be sa@fihen the equations of orden (
+ 1) that are obtained are solved with respegd’tof the derivativesng + 1), and upon
substituting their values into the other equations of dier 1), the derivatives of order
(m+ 1) are eliminated from them.

() Annales de I'Ecole Normale supérieni96, pp. 445t seq.
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One will thus only have to specify that the equatitnss obtained, as well as the
ones that result from the differentiation of equatidbl) of order less tham, are
consequences of the equations (51).

Now, this is, up to notations, the calculation that wilehave to carry out in order to
determine a certain class of differential systemfirstf order that are invariant under the
group:

= [ ... oo Od) L —
(54) {US_‘CS(UU U | 1¢j c) (s=12;--,p)

X =0,(% %) (i=1,2;-- n).

As Lie showed in his general theory, it will le@dsystems that may be composed of:
1. Relations of entirely well-defined form thaedhe same for thex and & :

ow.
55 Q @ | 222 =0,
( ) h{a{ pl ayJ j

006, .
(56) Q{gl,...,g“...,axj ,...j_o,

2. Relations of the form:
o, 00

57 J e | =2 e |23 8O ] 2
( ) k(a{ pl ayJ j k( 1 pl an j

If it contains equations of the form (57) then Heparation of the types is immediate,
since the equations (57) show precisely that fersadme type the invarianlg must be
equal to constants that are always the same.

16. In summation, one obtains systems of the gefemat

(58) Qh[ul,...,u |...,_aus j -0 h=12 ...0,
0%

(59) 3w u | oy, = ¢ (k=1,2, ...5)

k 1 ’ la)g ) 1 ) et )y

such that any of these systems will furnish theodetll group (5) of the same type; in
other words, the most general solution to any ekéhsystems is deduced from any
particular solution:

(60) Us = GA(X1, ..., Xn) s=1,2,..p)

by a general transformation of the group (54). 3dileition (60) of the system (58), (59)
gives the group®) as the one that is composed of transformations:



Vessiot — On the theory of continuous groups. 23

X =¢i(X, ... %)  (=1,2,..n

that correspond to the transformations (54) that lefaertultiplicity (60) invariant. The
latter form a group that is isomorphic 8)( and which we callg).

The various solutions (60) thus give all of the gropsdf the same type; however,
it might happen that two of these solutions give the sgnmep. The condition for this is
that the transformation (54) that lets one pass fizanoine to the other leaves invariant

the group @) that corresponds to the first one. This fact thills present itself when the
group @) is invariant under a subgrou@of that is much larger than the group (54); i.e.,
when ) is invariant under a more extended point grabg) {hat corresponds t@jf) in
the same way thatG) corresponds tod). To each solution (60) there will then

correspond a grouff) of transformations (54) that transform them intocdlthe other

solutions that give the same grou@).( We shall seek to separate the families of
solutions that are associated in that manner.

To that effect, we consider the equations of definit{dl) of the infinitesimal
transformations, and we specify that two systems afegfor theaw, change into two
equivalent systems. We thus obtain a certain nuifodistinct relations of the form:

0w, [ . 0, _
ox j = Pk[wl,...,a)p ..., j k=1,2, ...

Pk[wl,...,pr..,

Moreover, any of these families of solutions considevddbe defined by a system of
the form:

(61) P{q,...,uﬂ...,%is j = 7R (X0, s %) k=12, ...4,

and everything comes down to determining the functiongnd then looking for a
solution of the system [(58), (59), (61)] that correspondsn® of the solutions of the
auxiliary system to which these functiomsmust satisfy. This auxiliary system will be,
moreover, deduced from the system [(58), (59)] by meafwwiilas (61), which define
a transformation of this known system.

We further remark that one may replace this auxil&y#stem with the system that is
the analogue of the system [(58), (59)], which will sexveletermine the groups of the

same type asgp), and which one may always obtain by appealing to equafti)s
because if the functiong are known then one will obtain the equations of dedinibf
(Go) by specifying that the transformation (54) must leawe giistem (61) invariant.
Conversely, if ¢o) is known then one may, without integration, forne gguations of

definition of the infinitesimal transformations of thearious transitive invariant
subgroups, as we will verify later on; i.e., the oned time must have in order to deduce
the functionsrz..
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As for the nature of the system [(58), (59), (60)], whidéfines the finite
transformations of an invariant subgroup @)( we shall also return to this later.

We finally remark that it will be possible that twgstems [(58), (59)] provide only
one and the same type; the consideration of funckpmgll further permit us to confirm
this.

17. Example 1: = 2,m = 1. — One takes to be following group:

X=4(x%), (i=12),
b B
U —ulﬁ U ¢2
(£) _.% %
uz—ulaxzﬂfzaxz,
U =u D(¢1¢2)
77D, %)

The equations of definition of the correspondingup G) are thus:

W (Y1, Ys) Y1+w(y1, yz)%%)l(xp X,
) @Yy Ys) yl+w2(y1 v,) iz— W % %),
(Y ¥s) ((Y1 yz)) = wy(%, %).

We thus consider the most general system:

)ayl +

0
ai(yli Y, 6_ 0)2( Yur yz)a_z/(j = 31( X, X2)1

9
Wy, y2)6—y1+

oy
2\ Y1 2_2252 ) ,
: @,( Yy ¥,) ox, (% %)
) (yl y2)

Do) = O

(X, X

The conditions for it to be completely integrat#euce to:

0w (Y, Y,) _0w,(Yu Y  06.(Y, Y,) _00,(Vy Yy)
0y, O __ 0% 0%
@ (Y, ¥a) 6
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in such a way that for each type one has a unique comaiithe form (59):

0 (X, %,) _ 0W,(%y X)) _ C (X1, X2)
X, 0% 7

wherec is an entirely arbitrary constant.
Forc =0, one may take:

M. = 1! @ = 1! a% = 1!
and one obtains the group type:
(G) yi=X1t+a, Yo =X+ ¢(X1).

One then sees that all of the non-zero valuesgive the same type, for which, one
may take:

c=1, W = X2, w =0, w =1,

which gives the group type:

©) Yi= gx),  Ya = —2

(%)

Example Il: n= 3,m = 1. — One thus starts with:

X = @i(Xa, Xo, Xa) i=1,2,93);
and the groug:
LTI 2 0,y 9., s
) Up = 0X, 0X%, 0X, Uy = 0X, 0%, 0% .
0, 1199, 90 0, , 1 99., ;9.
0%~ 0x% 0% 0% "~ 0x% 0%
This gives the equations:
0 0 0
ayl+wl(y1, Vor Yo) S22 4 0, Yy Yoo Y o2
X 0%, 9% _ (% %, x)
%-*_ ( )%+w( )% Culxi’ 2’X3'
© ox, WYy ¥Yor Y5 ax 2 Yo Yo Ya 9%
ay, 0y, 0y,
67+a{(y11 Yo, y3)—+a)2( Yo Yo ya)i
X3 0% 0% _ ( )
oy, oy, By, V%)
aﬂq(yl, Yar ys)aﬂuz( Yo Yoo ya)a
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and the application of the method leads to just oregrability condition of the form
(58):

0 = 96 (X X, X)) _ 000,(X, X %)

0% 0%,
+ 04, ,&)—a%()él)’(lx (%, xs)—awl(zl;gxz’ 9.
one obtains just one type that has the represeatati
G Yi=@u(Xa), Y2 = Pi(xa X, Xa), Y1 = @a(Xa, Xo, Xa).

Remark— one sees from this example that, contrary tassertion of Medolaghi, the
conditions that define a type of group might notcbenprised uniquely of equations of
the form (59) and that, in turn, the theorem thadblaghi concluded with — namely, that
any Engel type includes a Picard group, i.e., anstall translations — remains to be
proved.

VI. — Study of transitive subgroups of a given transitive group.

18. The method given in the preceding paragraphHerdetermination of groups,
may, when conveniently modified, be of serviceha study of transitive subgroups of a
given transitive group®). Here, two subgroups belong to the saype only if they are
transforms of each other by a transformation®f (n this case, we further say that they
arehomologousn (G).

We seek the subgroups whose equations of definitinen presented in completely
integrable form, are of order at mast We start with the equations of definition &) (—
differentiated, if necessary up to ordem, which will always be assumed to be greater
than or equal to the maximum order of the equatiadrdefinition G), when presented in
completely integrable form. In the present forh@yt again form a completely integrable
system that enjoys the properties that were estali in the preceding paragraph. They

correspond to a transitive group that expresses how the grouf, transforms the
invariants of a certain subgroup ¢f A, and consequently an infinite group of the form:

(62) {)q:¢i(xu'"1)ﬁ)1 (i=1,2;-- ,n),

U= LUy U g8 ), (5= 1,2, ,p)

As a result the equations of definition &)( in the form considered i.e., differentiated
up to ordem - are:

63) {ﬁs[@(ylw'w Yo sy (Yorre o Yol Y9 1= o (%, %)
(S:].,Z,"- ,p)
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The equations of any of the desired subgroups — when difieted, if necessary, up
to orderm — contain, in addition to the equations (63), certdmeequations of the form:

Wh (Y1, voes Yoy coer Y200 ) =70 (X, <.y Xo) (h=1,2 ..,0,

and as a result the infinite group that is analogous tpge& which corresponds to the

subgroup I[) considered is composed of the equations (62) and otfuatiens of the
form:

(64) Wh :Rh(U',"',U'p W, \,\{1 |- '¢<jf%~-w5n) (=12, ..0.

This group [(62), (64)], or at least the finite groufy) (that one deduces by
suppressing the equations = @i(x, ..., X,) and considering thg!>*’ to be arbitrary

constants, may be obtained upon introducing the invaridtsobgroupA’) of Ay into
the equations ofi,. Now, the invariants ofA() that correspond to the variables ...,
up in these calculations, when introduced by themselvébgive the groupl itself.
Therefore, there exist invariants of a subgrougsgthat is greater tham); let () be
that subgroup. From a theorem of Lt one may referd,, to itself isomorphically, in

such a manner thal) @nd () correspond because they give the same gfyumwever,
the subgroupA’) of (I') will then correspond to a subgroup) Of (I) that gives the same

subgroup Q).
One concludes from this that in order to obtain the gr@pshat correspond to the

desired subgroups o, it suffices to look for the various types of suhgrs () of (1),
and to introduce their new invariants, at the same tsritbeaones of ) that allowed us to

find £ in the equations ofl, .

The method is quite precise, on the condition that g&is to know I} when one
knows only the equations oG] in the Lie form, when differentiated up to ordar
Now, from the argument in no. 7, in order to do thissuiffices to look for the

transformations of3, that leave invariant the right-hand sidds of the equations of
definition, when presented in the form (26), by treayng..., y, as arbitrary constants,
since £ expresses precisely the law of transformation ofséhds under the

transformations ofd,.

19. The equations of definition of one of the desired subgraupshus obtained by
adjoining to equations (63) some equations of the form:

)

(65) {Rh[a)l(yl” yn)""’wp(yl""’yn)ln-l(M"" , ){]), JTq(M;-. ,){,)] ) % o
:nh(xl”)%) (h=1,2,..,q),

() Theorie der Transf. grBd. |, pp. 445.
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where theRy are known functions of their arguments; i.e., whdr¢hat remains is to

determine the functions, by specifying that the system [(63), (65)] must be comlylete
integrable.

The calculation to be done is identical to the onewas explained in the preceding
paragraph. It might provide various systems, and any of theuld be of the form:

Qh[ul,...,up '?ai j: 0 h=12,..p)
(66)

Jk[q,...,upL..,g—:t j: ¢ (k=1,2,.. r);

G)g,(ul,...,up |gi3 v W oW e %—V)Zh j: 0 ¢=12,.1
©7) ou ow,

H[{ul,...,up |...,6XiS e W W 5 6_>§h j: b B=12.1)

where one has exhibited those of the relations in windy theus appear, and which are
themselves verified fam = @, ..., Uy = @ .

The general solution of this system is deduced from d&icpkar solution by
transformations of the group [(62), (54)], and here ongdasarch for the solutions for
which one constantly has:

(68) U = (X, ..., %), Up = ap(X1, -, Xn).

They are thus deduced from each other by the transfemsain [(62), (64)] that
leave this system invariant. In order to express thatiton, it suffices to recall
equations (62), and it results from what we saw in noa8itltonsists in saying that one
must consider only the transformations:

X = @i(X, ..., %) i=12,..n
that belong to the given grou@).

One will thus obtain, by definition, for each typesobgroup ofG), an entirely well-
defined system, of the form:

ea(a{l...la}pl...l%l |W11 Wiq 0 %ﬂ H 'j: 0 (Y: 1121 Z; ]
X X
(69)
ow, ow, _ _
Hﬂ(a{,.“,a)p’.“,a_)(i’ ' |W1 v 1Wq; ﬁ ;“j_bﬂ 6_ 112.1“ t)
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whose general solution is deduced from a particular salbpathe transformations of the
infinite group, which is obtained by associating the vwaitvansformations:

(70) X = 8(xx) (i=12..n),

of the group G) with the corresponding transformations:

(71) Wh =R (.. @y W o W, | F130)00) (h=1,2, ..0.
This amounts to saying that from the geometric viewgbmimultiplicities:

Wh =7 (X1, ..., %) (=12, ..0

that are furnished by the various solution to (69) are hogaals to each other by respect
to the group [(70), (71)], and that each of them admitbg®up of this group [(70), (71)]
that reduces to the corresponding subgrougpinhen one considers only the manner in
which the variableg, ..., x, transform intox, ..., X..

VII. — Invariant subgroups.

20. For a given system (69), the preceding method gived #ie subgroups ofQ)
that belong to the same type, and formula (71) givedaWw by which these groups are
exchanged when one transforms them by the various traregions of (5).

It then results, in a manner that is completely ayals to the one that we saw in no.
15, that various solutions of (69) give the same subgrdéypof (G) whenever this
subgroup is invariant in a larger subgroup @},(and that formulas (71) couple these
diverse solutions that correspond to the transformat{@d¥ that belong to the latter
subgroup.

One will verify this fact as in no. 15 by appealing to itifenitesimal transformations
of ('), whose equations of definition are composed, firstiyhose of G):

aa)

g((al.“a) _ _
and then equations of the form:

g(”l +0y) n an;]
73 w,...,0, |1T,,... . JT,) = — =1, 2,...0).
( ) ila];a a a | ||a'1 .y h( p | 1 q) ;g axl (h q)

The condition for them to represent the same groupnvo systems of values that are
attributed to the functions is expressed by relations of the form:
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o7t 07,
&[wl,...,wp |72, Ty a_xh j: &[a)l,...,wp |75, Ty a_xh j
k=1,2,..,0),
le.:
om |- _
(74) &[wl,...,wp | 7%, ... 7T, ... W ,..j—ek(xl, ey Xn) k=1,2,..,0.

One will thus have to see whether one may determi@eitin such a manner as to
have more than one common solution to the systemsa(@bj74).

21. In particular, in order for the system (69) to furnisét one groupl() — i.e., an
invariant subgroup of®) — it is necessary and sufficient that all of tb&isons belong to
the same system (74). Therefore, in this case, thetifuns & are determined without
integration by expressing that equations (74) are consequehegsations (69). Now,
these are the values of the only coefficients in eagust(72) and (73) that depend upon
unknown functionsg when solved with respect to the largest possible nunfb&ramd
their derivatives.

Therefore:The equations of definition of the infinitesimal transformations of the
various (transitive) invariant subgroups (@) are obtained in an entirely explicit form.

Let (") be one of these invariant subgroups. In order to olbtenequations of
definition of its finite transformations, one must otate the system (69). The various
solutions of this system correspond to the various sysief fundamental invariants of
the group [) that are deduced from each other by the transforngatd G). They are
thus coupled by relations of the form:

(75) W, =W, o Wy | @, e @) (h=1,2, ..09

that define a group that is isomorphic 8B).( This isomorphism is not holomorphic,
because the identity transformation of the group (75) spomds to the invariant
subgroup I[) of (G), since each of the transformations df) (leave its various
fundamental invariants unaltered, and this is charagteoikthe transformations of §.

One may observe, moreover, since one knows the ensatib definition of the
infinitesimal transformations of {, that the search for equations of definition ofinse
transformations, which amounts to the determinationit®ffundamental invariants,
depends only upon the integration of the complete systearder for the integration of
the system (69) to reduce to that of ordinary differentjab#ions.

VIIl. — On the study of intransitive groups and subgroups.
22. We shall say a few words about the determinatiomto&msitive groups for the

space ofn dimensions. One specifies them by looking for the onat lthve a given
numbern — r of invariants of order zero. Since one only looksdoe group of each
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type, one may assume that these invariants are theblesX.1, ..., X, . The group is
then a transitive group on the space dimensions with the coordinatgs ..., X, into
whose transformations the;, ..., X, might enter as parameters.

One must then recall the method of studying the traasgioups, while replacing all
of the arbitrary constants that might present thevaseleither in the study of the group

L, or in the study of the auxiliary systems that wereoduced by the integrability

conditions, and which serve to separate the types byarthirary functions of the
variablesy.q, ..., Xn.

The same idea will serve to find the types of inttaresisubgroups of a given group
(G). However, here one must first study the systemaunétions that might remain
invariant under the transformations of a subgroup @f (which might lead to the
integration of the auxiliary differential systems.authg calculated one such system of
functions, the simplest one will be to make a chasigeariables in G) by taking these
functions to be certain new variables. One will tbeme down to the determination of
transitive groups that depend upon arbitrary constantgivea number.

In particular, if one looks for the invariant intrangt subgroups G) then their
invariants of order zero must transform amongst themeseby the transformations of
(G). This case will therefore not present itseli@)) (s primitive. If it is imprimitive then
one must first integrate the various complete systdaisare invariant under this group
(G). Atfter this, one will arrive at the result with ddficulty.

IX. — On similitude and isomorphism.
23. The systems that are like the system (51) that wweduaced in no. 14 present
themselves when one seekg@gognize whether two grou&) and (G') that are given
by their equations of definition are similar, and to determine the toamsitions that

change these two groups into each oifier Indeed, the question is the following one:
If the equations of definition ofy) are taken in the form:

(76) Ls[ad (Y, oY) cos @Y1 s Y0) | ooy YIE L] = @, oy X0)
(s=1,2,..p),

then those of@’) may be put into the form:

(77) Ls[B (Y1 oo Yy oo oY oy Vo) | ooy Y22 L] = G, oy X0)
(s=1,2,..p),

in such a manner that there exist functions:
(78) z =fi(xgy ..., %n) i=12..n

that satisfy the partial differential equations:

1y We assume, to simplify, that the two groups are ttigmsi
p group
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(79) Ls[ad(Xa, -y X)y ooy @y (X, oo X0) | ooy Z30 ] = (X, e, Xa)
(s=1,2,..p).

Just which question one must resolve results immegifitah the results of no. 10,
and one sees that the system (79) differs only by théioxdaf the system (51).

One thus commences by putting the equations of defirofig@') into the Medolaghi
form, as one saw in nos. 6 and 8. They will thendreetample:

LID(Yyreeor Yo)soo s @y (Yoreee s Vo) oo Y0 o 1= @(% -0 %)
(s=1,2,..p),

because the question presents itself only if they atieeaame order as those &)(and
in the same number. One may then modify them only placang the fundamental
invariants with each other; i.e., by performing the poemsformations:

a =fs(8, .., 6) (s=1,2,...p

in these equations.
It thus amounts to first recognizing whether the tivote groups (because the

yi%%) play the role of parameters in this calculation):

Uy = LUy, ooy Up | oy @390 =1,2, ...p),
and
Uy = LUy, ooy Up | ooy @9%)00) =1,2,...p)

are similar, and to find all of the transformationst theake one pass from one to the
other. This is a problem that has been treated coastpley S. Lie {), and which
requires only performable operations, because one knowsnitee equations of these
two groups.

One will thus obtain various systems of functiéhéx, ..., %), ..., & (X, ..., %), and
one must find out whether there is one of them thagfees the integrability conditions
of the system (79) — i.e., the auxiliary system [(58), ](8®8t corresponds to the groups
of the same type a&]. In this case, the group&)and G') are essentially similar, and
in order to find the transformations that permit an@ass from one to the other, one only
has to integrate the various completely integrableesyst(79) that one will have thus
obtained.

24. We shall attempt to make the notionisémorphismof infinite groups more
precise, while limiting ourselves, for the sake of @ioity, to the holomorphic
isomorphisms. It is clear that one may take the d&fmivf such a thing to be either that
of the theory of substitutions:

() Theorie der Transf. grBd. I, pp. 32t seq.
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“Two groups are isomorphic when their finite transformaticorrespond uniquely in
such a manner that the product of two transformationsnm of the groups always
corresponds to the product of two homologous transfornsatiotine other group”

or the definition in the theory of finite groups:

“Two groups are isomorphic when their infinitesimalngtrmations correspond
uniquely in such a manner that the bracket of two arbitrdnyitesimal transformations
of the first group always corresponds to the bracketwof homologous infinitesimal
transformations of the other group.”

Moreover, it is not difficult to show that theseoatwdefinitions are, at their basis,
equivalent. However, it seems much more difficuldemluce from these conditions an
analytical manner of translating the correspondencewthatasserted. In order to avoid
this difficulty, we propose another definition thafpisrhaps more restrictive, but is such
that the mode of correspondence between the transfonmat whether finite or
infinitesimal — of the two groups will be determined inaanalytically precise manner.

To that effect, we recall what happens for finite groups

Since the transformations of the two groups depend only agtatnary constants, the
stated correspondence in the two preceding definitions migybe interpreted by finite
equations between the arbitrary constants — or parametbed are necessary for one to
define one of the transformations of either of the gnmups. There is then no difficulty
in analytically interpreting the isomorphic correspon@enc

Always assume that the groups considef@dand (G;) are transitive. Prolong the
first one by considering the variables ..., x, that it transforms to be functions of one
untransformed variable after performing the prolongation for a sufficientlydptime,
we conclude by obtaining an intransitive group. We deternsnmvariants, and if we

. . . . .d" : . .
take new variables in place of certain derlvatlvgtﬁr‘nx— then we obtain a simply transitive

group (G) , which will be imprimitive, and of which one may sdat G) comes about

by shortening;i.e., by keeping only those of its finite equations ff&imute the variables
X1, ..., Xn @amongst themselves.

We likewise obtain a simply transitive groui@,), where G;) is deduced by
shortening and which will be holomorphically isomorphic t&4), and, in turn, to®)
and (G).

However, sincg(G) and (C_Sl) are simply transitive and holomorphically isomorphic
they are similar. Therefore, for the sake of speityfi let:

Xll ---,Xn,xn+1, ,Xr

denote the variables th&B) transforms and let:

Yi, < Yoo Yo, - W
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denote the ones that are transformed®)) , where the firsp of them are the ones that
transform under the given grouBsj. One will pass fron{G) to (G,) by the formulas:

Y= G (Xa, e Xa, Xards - X0) (i=1,2 ..,

and consequently, the passage fr@® to (Gy) is given by the formulas:

(80) Vi = @i (X1, ooy Xy Xnady ooy Xr) i=12 ..p).

One thus sees that if one overlooks the simple whsee G) and G;) are similar
thenthere correspond two different modes of imprimitivity of the gr@ip. In the first,
the functionsx, ..., X, are permuted amongst themselves, while in the secondt ase,
the functions ofgy, ..., ¢, , and there is no other transformation (&) besides the
identity transformation that leaves invariant bothwasgablesx, ..., X, and the functions
@1, ..., Pp at the same time.

One likewise sees that, conversely, two gro@safid G;) that are associated with a
third group (G) in that manner will be holomorphically isomorphic, witidt being
necessarily simply transitive.

It is this character that we propose to take as tfieititen (%) of the isomorphism of
two infinite groups:

Two infinite (or finite) groups are calldablomorphically isomorphicif they are
either similar or they express two different modesngbrimitivity of the same third
group; i.e., they express the law of exchange of twesysbdf functions of variables that
are transformed by the third group, with the conditiort tha identity transformation is
the only transformation of that third group that leavesriavé each of the functions of
both of these two systems.

() This definition seems to agree with a very obscurterstent made by Lid_gipziger Berichte1895,
pp. 290, at the bottom of the page).



